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Abstract

The Three-Dimensional Finite Difference (3DFD) computer code I
is compared using Absorption Boundary Conditions (ABS)

versus Radiation Boundary Conditions (RBC). This comparison I
is made when the 3DFD code is used to study the interaction

of lightning with an aircraft. The 3DFD computer code is a

modified version of Rymes' 3DFD. The aircraft modeled for

the paper is an F-16 'Fighting Falcon'. The ABC used

simulates an infinite free-space by setting the conductivity

of the boundary space to that of distilled water, to

b "absorb" the outgoing electromagnetic waves. The RBC

simulates free-space by assigning the boundary fields to a

previously calculated value. The value is calculated with a

parabolic interpolation of three previous field values,

which are offset in space. Therefore, the calculated value

is also extrapolated to account for the time delay and

position change. The results of incorporating RBC were

dramatic. The ten locations sampled for the test showed

marked improvement in the waveforms when using RBC's.

Depending on the purpose of the analysis, this improved

waveform output may be overshadowed by the 25% increase in

CPU time that is needed for the more sophisticated RBC.

xii



1. Introduction

This thesis compares Radiation Boundary Conditions

(RBC) with Absorption Boundary Conditions (ABC) in a time-

domain three-dimensional finite difference computer code

(3DFD). In this application, the 3DFD computer code is used

to analyze lightning's electromagnetic interaction with an

F-16 aircraft. The major tasks accomplished during this

thesis effort include:

a. The F-16 'Fighting Falcon' aircraft was

electromagnetically modeled, and implemented

in a modified version of the Rymes' 3DFD code

(16).

b. The 3DFD code with its original

absorption boundary conditions was updated,

corrected and run for a typical nose-to-tail
r

lightning strike (Appendix 1) (48). The

fields calculated were recorded at 10 monitor

locations on the F-16 aircraft (Appendix 3).

c. The 3DFD code was then modified to

implement the radiation boundary conditions

(Appendix 2) (59).

d. The 3DFD code with the new radiation

boundary conditions was run for the same

nose-to-tail lightning strike on the F-16

7-7



geometric model. The fields calculated were

sampled and recorded at the same 10 locations

during both runs (Appendix 3).

e. The results of the two computer runs for

the first two microseconds were compared

(Chapter 6). The comparisons were based on

one complete run with the absorption boundary

conditions and one run with the radiation

boundary conditions. The comparisons were

made for the same 10 sample points on the F-

16 (Appendix 3).

The F-16 was geometrically modeled and implemented into

computer code in a manner suitable for analysis by a

modified version of the Rymes' 3DFD computer code (48; 16).

The Rymes' 3DFD code was modified and used by lLt Hebert at

the Air Force Wright Aeronautical Laboratories Atmospheric

Electricity Hazards Group (AFWAL/FIESL), Wright-Patterson

AFB, Ohio (16). Hebert implemented the code with absorption

boundary conditions, and modeled a CV-580 aircraft for his

study (16). During this thesis effort radiation boundary

conditions similar to those discussed in a paper by Kunz and

Lee were developed, encoded, and written into the modified

3DFD code (27). The computer codes were run for a direct

lightning strike, nose-to-tail, on an F-16 aircraft. The

results are compared and presented in this thesis.

2



Lightning

Lightning brings to mind a flash of light in the sky, a

loud clapping sound and rumbling thunder. This flash of

light and the associated sounds are the discharging and

neutralization of the atmosphere's large charge centers from

one cloud to another, or from clouds to the earth (61:1).

Lightning in this text is to be thought of as a high current

electric discharge which has a path length measured in

kilometers (61:1). Aircraft in the presence of these highly

charged areas can become part of the high current channel

(35:90-1). In fact, Mazur believes the aircraft itself

triggers lightning (35:90-2). Shaeffer agrees with this,

except with the qualification that a highly charged air

mass, one which is conducive to a lightning discharge, must

already exist before the aircraft can trigger the lightning

discharge (50:67). "

Lightning and Aircraft

Lightning poses a possible catastrophic threat to any

aircraft (l1:i). Lightning strikes account for more than

one-half of the total USAF weather-related aircraft mishaps

(36:vi). Since little can be done to prevent an aircraft

from being struck by lightning, aircraft protection for the

critical components is of utmost importance (45). Critical

3
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components, such as flight control computers, fuel systems,

and structurally critical airframe/propulsion units, are

vulnerable to electrical disruption and/or mechanical

failure (45). As electronic complexity has increased, the

size and weight have decreased. However, the probability of

lightning strikes has remained relatively constant (40:8).

It is interesting to note that Pierce concludes, using

basically the same logic, that the lightning hazard to

aircraft operation is increasing (42:17). Therefore, the

importance of characterizing lightning and its effects is of

growing importance, as indicated by the number of articles

written on the subject (8; 23; 31; 35; 36; 40; 42; 43; 46;

47; 49; 50). An aircraft, such as the F-16, with a "fly-by-

wire" flight control system, were it unprotected, could be

rendered inoperable by a lightning strike (1:1).

The starting point in characterizing lightning's

effects with a computer program is to model the aircraft's

outer skin. Studying the propagation of the electromagnetic

energy from the entry to the exit point, as it redistributes

on the surface of the aircraft's fuselage, is the first goal

(34:2,16). Determining this redistribution can lead to

coupling the surface currents to the interior components.

The final goal is understanding lightning's effect on the

sensitive electronic components, and then protecting

sensitive components from these effects. An accurate

computer code could be a valuable tool in designing r

4
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' protection against lightning's effects. It would allow

protection to be designed and tested before the production

stage of new aircraft development.

All-metal aircraft are shielded from many of

lightning's effects, as the all-metal skin presents a

Faraday cage type enclosure for the electronics bay (19; 45;

52; 58). Recent efforts to use the new, lighter, advanced

composite and thermoplastic materials in aircraft reduces
I.

this shielding protection (10:1). As early as 1952, Burkley

was looking at plywood, plastics, laminated fiberglass, and

other non-conductive materials to be used as aircraft

structural components (5). Burkley was studying the effects

of, and the necessary protection needed from, the high

-cu'rent surges associated with lightning strikes on these

non-conductive materials (5). Examples and techniques of

various protection schemes can be found in numerous sources.

Sommer of Boeing Company, Weinstock of McDonnell Aircraft

Company, and Fisher of General Electric are just three of

the many authors publishing in this area of aircraft

lightning protection (51; 63; 14).

5
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Electromagnetic Computer Codes

Electromagnetic computer codes allow the engineer to

characterize and study the electromagnetic interaction with

aircraft. The engineer can then design protection against

those effects which cause electronic upset or damage. As

previously stated, the use of advanced composite materials

and sensitive microelectronics in more modern aircraft makes

them more susceptible to the effects of lightning strikes.

This increased susceptability demands more accurate

electromagnetic modeling (46:220). This modeling is to be

used in the development of lightning protection. Accurate

models, when used in design for lightning protection, allow

the use of optimal lightning protection. This protection is

optimal in that excessive lightning protection would add

weight that is not in proportion to the risk reduction

gained (63:34-1).

While accurate, these models must also be flexible

enough to handle new lightning channel models. A recent

inflight lightning characterization program has shown that

intracloud lightning attachment is even more severe than

previously estimated, with faster risetimes and higher

charge transfers (19:1). This demonstrates the need for

flexible analysis systems which can be easily modified to

incorporate new findings without completely reworking each

study.

6
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Many electromagnetic computer codes are available to

approximate a solution to Maxwell's equations (2; 13; 28;

34; 60). One type of code solves Maxwell's equations in the

integral form based upon Harrington's Method of Moments,

such as Auckland's study of an F-14 (15; 4). Another type

of code solves Maxwell's equations in their differential

form using the Finite Difference Method of approximation,

such as Holland's "THREDE" (20; 21; 22). The time-domain

finite difference electromagnetic code approximation of

Maxwell's equations was used during this thesis effort. In

a study by Longmire of Mission Research Corporation, it is

stated that the finite difference method is the fastest way

of solving Maxwell's equations (33:2341). And, in a recent

article, Mei states that he believes the finite difference

method is the most adaptable to the virtual memory systems

of minicomputers which are in growing use in industry

(37:1145). r

Background

In the study of lightning's interaction with aircraft,

it is often necessary to have a computer model for

analytical comparisons. Hebert has successfully modified a

finite difference electromagnetic code written by M.D. Rymes

of Electromagnetic Applications, Inc., to analyze a CV-580

lightning strike aircraft test-bed (48; 16). Other

7



modifications to Rymes 3DFD code and an expanded user's

guide are detailed in Hebert's report (16). This modified

3DFD code presently uses absorption boundary conditions

(Appendix 1), which cause the boundaries to artificially

reflect unabsorbed electromagnetic energy. This gives less

than desired accuracy, as the reflected waves return to the

aircraft's surface at later time steps (55:626).

3DFD is a finite difference formulation of the time-

domain electromagnetic-field problem. This code's major

advantage is that it does not require the memory or the time

needed to invert the matrices encountered in the MOM codes

(33:2340). As Mur states it, though, the finite difference

method has as its major problem the limited size of the

problem space (41:377). It must be remembered that it is

the problem space size that is the problem, not the size of

the object inside. For example, an aircraft as large as a

B-52 has been studied using 3DFD (21). A Cartesian finite

difference method uses a rectangular problem space, totally

enclosing the object to be studied (e.g., aircraft). The

object to be studied is defined in the problem space by

assigning values of permittivity and conductivity to each

componen- of the total electric field (E-field), which

describes the geometry of the object. This geometry has the

restriction of being described by a limited number of

predetermined rectangular shapes, which make up the problem

space in the Cartesian coordinate system. "

8



The computer code solves Maxwell's time dependent curl

equations, which in turn solve the boundary conditions for

the object in a "natural way" (62:397). The code progresses

through the problem space in time steps using an algorithm

originally developed by Yee (64). Since an infinite problem

space cannot be defined on the computer, difficulties arise

when the propagating wave reaches the problem space

boundary. These boundaries cause reflections unless they

are modified to account for the ideal analytical situation

of free space. Thus, additional algorithms are needed to

account for the radiation conditions. Taylor was the first

to implement Yee's algorithm. He used absorption boundary

conditions to account for the previously-mentioned

reflections at the problem space boundaries (59:585).

Yee originally started with "hard" lattice truncation

(another way of expressing the boundary condition) (64).

Hard lattice truncation is defined as forcing the outside

boundary of the problem space to be a perfect conductor.

This is done by assigning the tangential E-field the value

of zero at the boundary (55:626). This is also known as

"tin can" boundary conditions, as the problem space is

totally enclosed by perfectly conducting metal boundaries

(16:22).

The two methods that are examined in this thesis are

both referred to as either "soft" lattice truncation

methods, or "soft" boundary conditions. These are the

9
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absorption boundary condition and the radiation boundary

condition. The absorption boundary condition is

accomplished by assigning increasing values of conductivity

to the cells of the problem space near the boundaries,

thereby effectively chipping away at the E-field, a small

amount at a time (55:626). The other method, the radiation

boundary condition, reduces the magnitude of the E-field by

a factor of i/r, which is the radiation condition

characteristic of an electromagnetic wave propagating in

free-space (39:41). Here 'r' is the radial distance from

the origin of a centrally located coordinate system.

The finite difference codes have been found to agree,

within 1 dB and 1 lattice cell, with known analytical and

experimental quantities (54:202). Due to the accuracy and

efficiency of Yee's basic algorithm, Taflove, Kunz,

Umashankar, Merewether, Fisher, Mei, and others have

published many papers on combined methods, hybrids, curved

surfaces, and other modifications, making this a very

competitive method for a numerical solution of Maxwell's

equations (14; 26; 37; 38; 56; 62).

10
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Problem

First, an electromagnetic model of an F-16 aircraft had

to be implemented on the computer for a new study using the

present modified code. During the computer runs using the

absorption boundary conditions (ABC), sample data from

several points was stored for further study. This required

the correct geometrical modeling of the aircraft into the

three-dimensional finite difference problem space. Next,

the code was modified to incorporate the radiation boundary

conditions (which were believed to limit previous

reflections). Then the code was run with the same F-16

model, sampling the same points as before. The final task

was to compare the results of both computer runs and analyze

the findings.

Scope

This study was limited to developing a geometrically

correct electromagnetic model of the F-16 using the

subroutine AIRPLN from an AFWAL/FIESL technical report by

ILt Hebert (16). The subroutine AIRPLN, modeling an F-16,

was run with the present modified computer code for a nose-

to-tail lightning strike. Samples were recorded at 10

locations (7 H-fields and 3 E-fields) for predetermined

orientations. The code was then changed to incorporate the

11.
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radiation boundary conditions (RBC). The modified version

of the code with radiation boundary conditions was run with

the same subroutin- AIRPLN . The same 10 sample points were

recorded and the results were analyzed.

Assumptions

The assumptions were that the AFWAL/FIESL technical

report, and previous studies which determined that RBC would

be more accurate than ABC, were correct (16). An isotropic,

linear, and homogeneous medium was considered. The region

of interest was considered source-free except for the

injected lightning strike.

12
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r 2. Theory

The three-dimensional finite difference code uses the

time-domain differential form of Maxwell's equations

(64:302). The E-field and H-field magnitudes in each of the

three vector directions that define the Cartesian coordinate

system are calculated using these equations (64). The

calculations are made while stepping through the grid

problem space (NxNxN) at a particular time. It is necessary

to increment the time step after each complete pass through

the grid space calculating the E-field or H-field. All

units are in the MKS system unless otherwise specified. The

form of Maxwell's equations for isotropic material used here

is (24:361)

aH
-= -V x E (2.1)
a t

e- V x H -aE (2.2)

at

V • (cE)= p (2.3)

V • (PH) = 0 (2.4)

where

13
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H = magnetic field (amps/meter)
E = electric field (volts/meter)
t = time (seconds)
u = (mu) permeability (henry/meter)
E = (epsilon) permittivity (farad/meter) 3
= (rho) electric charge density (coulomb/meter 3

a = (sigma) conductivity (mho/meter)
V x = curl operator
V • = divergence operator

These are point relationships (J = aE). In the finite

difference code, the term 'decentralizing mesh' is often

used to refer to the gridding of the problem space. This is

not to be confused with the mesh relationship of the

integral form of Maxwell's equations.

A necessary process in understanding the finite

difference code is to develop the three-dimensional finite

difference form of Maxwell's equations. This development

b will be using a central differencing estimation for a

derivative (32:163). The first operation in the process is

to put Maxwell's equations in a finite difference form. .-

Then one must both understand where the fields are located

in the problem space, and comprehend the makeup of the

problem space itself. In particular, the single point

reference system references fields located on three sides of

the rectangular box. A point in the three-dimensional grid,

and the associated fields are shown in Figure 1. Finally,

one must put all of this together and express the three-

dimensional finite difference equations in a form useful to

algorithm development. A source-free region is considered

for the development of the algorithm.

14
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Figure 1. Three-dimensional Field Representation

Since the computer memory available is a limited

quantity, some boundary must be placed on the problem space

in order to arrive at a meaningful solution. Each author

has his own style of implementing boundary conditions. The

two compared in this thesis are often referred to as "soft"

boundary conditions, or "soft" lattice truncation

conditions. The first to be used is the absorption boundary

condition which Rymes implemented in 3DFD (48). The second

boundary condition is the radiation boundary condition used

by Kunz (29).
15
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. . Finite Difference Form of Maxwell's Equations

The finite difference form of Maxwell's equations uses

Eq (2.1) thru Eq (2.4), manipulated in the Cartesian

coordinate system, to arrive at a convenient algorithmic

form for programming.

In the Cartesian coordinate system, the electric and

magnetic field vectors are as found in Thiele's notation

(53:11):

A =A a +A a + A a (2.5)x x y y z z

where 'A' is equal to the magnitude of the E-field or

H-field component and 'a' is the unit vector in the x, y, or

z direction.

The curl of A in the Cartesian coordinate system is

expressed as follows (24:178):

a a ax y z

curl A =V x A =det - - - (2.6)
x ay az

A A Ax y z

When the determinant (det) of Eq (2.6) is found, it is

16



expressed as (59:556):

curlA a ~ iI-~--~a aI~XX (2.7)
ay az X az ax/ ~\ax

1n general, 'A' may also be a function of time.

Substituting E or H for A into Eq (2.7), replacing the

curls in Eq (2.1) and Eq (2.2) with the results from Eq

(2.7), and lastly separating the vector components yields:

a H xa E z aE

a t aY a z

aH aE DE~
Yx 4. z(2.8b)

at az ax

aH aE 3E

at a x ay

a E @H z H
x+ E= - - y(2.9a)

at x ay a z

JEaH dH
C y+ uE = x - z (2.9b)

at y az ax

dE aH aH
c -+ aE = x (2.9c)

a t a x ay

17
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These equations are now in a form convenient for use in the

algorithm of the finite difference computer code.
&

The derivatives in Eq (2.8) and Eq (2.9) are replaced

by a finite difference approximation. The exact definition

of a derivative using forward differencing is (25:289;

7:297):

df(x) f(x+h) - f(x) f(x+h) - f(x)
f'(x) = = lim (2.10)

dx h-40 h h

The finite differencing approximation used in this work is

the central differencing approximation defined by (7:298):

df(x) f(x+h/2) f(x-h/2)
(2.11)

dx h

and is illustrated graphically in Figure 2.

.. . . . . . . .. . . . . . . . -. .



f(x) f(x)

f(x+h) f(x+h/2)

- - - f(x)

f W, f (x-h/2)-" '--S

*- -h -- - h . . ..- " "

x x+h x-h/2 x x+h/2

(a) Central (b) Forward

Figure 2. Differencing Points

By using a Taylor series approximation of Eq (2.11) and

Eq (2.12), the errors can be compared (32; 16). The result

is that the central differencing approximation is a second

order approximation as opposed to forward differencing,

which is a first order approximation (32:297, 298). Both of

the codes (Appendix A and Appendix B) were run using the

central differencing approximations for each derivative.

19
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Field Locations

L

The points (i,j,k) which describe the location of the

fields in each cell space are reference points on a

decentralizing mesh scheme. This decentralizing mesh scheme

is best described by first considering the one-dimrensional

decentralizing mesh (Figure 3). Note that the E-fields and

H-fields are not co-located. This displacement keeps one

from knowing the E-field and H-field components at the same

point in space. The fields are only known at 1/2 the

differential distance (tAx/2,Ay/2,Az/2) in any particular

IL

coordinate system direction. Also note that the E-field and

H-field are not known at the same time, but that they are

. ' --. .

isertdeied by 1/f imeste cosdeig h oediesin) '°

deenraizngmeh Fgue ).Noe ha heE-iedsan20'



t

t (3)+++++
E

t H(3)__**

tE(2)__++

4-AH-f

t H(2)_ *H x (1) *Hx (2) *H x (3) *H x (4) *

L4 £E-*I
At t EI)l) +E (1) +E (2) +E (3) +E (4) +

H X(1) H x(2) H x(3) H x(4)

Figure 3. Decentralizing Mesh in One-dimension

To form the derivatives required in Eq (2.8) and Eq

(2.9), the dH/dt and dE/dt are needed. As demonstrated

graphically in Figure 3, these values are available using

this decentralizing mesh concept.
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Three-Dimensional Finite Difference Equations

The Three-Dimensional Finite Difference Equations can

be derived by combining the differential form of Maxwell's -

equations, the definition of curl in the Cartesian

coordinate system, and the central differencing

approximation to a derivative.

Magnetic-Field Algorithm Development. An example in

terms of H would combine Eq (2.8a) and Eq (2.11) at a point
x

specified as:

{ (i-I/2)Ax,j.Ay,kAz,(n-i/2)AtJ

and yield:

H x(i-1/2)Ax,jAy,kAz,nAtl - H ((i-I/2)Ax, jAy,kAz,(n-1)Atj

x x

At

E [(i-i/2)Ax,jAy,(k+1/2)Az,(n-l/2)At)

PAZ .

E f(i-1/2)Ax,jAy,(k-1/2)Az,(n-l/2)At"

PiAZ
(2.12)

E z(i-i/2)Ax,(j+l/2)Ay,kAz,(n-1/2)AtI

PAy

E z(i-1/2)Ax,(j-1/2)Ay,kAz,(n-1/2)At)U+
PAy

In using this equation, an approximation for H can be
x

obtained by knowing E and E at 1/2 a space increment on
y Z

22



either side of Hx I at At/2 earlier and Hx one At earlier.

Figure 4 illustrates these relationships. Taflove and

Umashankar have shown that this approximation is within the

accuracy of computer calculations (54; 62).

y

E (j+1/2)Ay
Z

E (k-i/2)Az

X .

E (k+I/2)Az
y

Ez (j-1/2)Ay

z

Figure 4. Location of Difference Fields
Note: The origin is centered at

[(i-i/2)Ax,jAy,kAzj, at the time nAt.

Next, the E-field can be determined in a similar manner

At/2 later at 1/2 a space increment in the x direction. The

program steps through the decentralizing mesh in half-space

increments and half-time increments until the entire grid

space is covered (NxNxN).
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Similar modifications transform Eq (2.8b) and Eq (2.8c)

into

H [iAx,(j-1/2)Ay,kAz,nAt) -H [i x(-.1/2)Ay,kbz,(n-l)At)

At

E fI(i+1/2)Ax,(j-l/2)Ay,kAz,(n-1/2)AtI

E [(i-1/2)Ax,(j-1/2)Ay,kAz,(n-1/2)AtI
Z

p1 Ax

E X~~xj-12)Ay(k+/2)z,(n1/2AtI(2.13)

+E (iAx,(j-l/2)Ay,(k-l/2)Az,(n-l/2)AtI

ji AZ

* ~ at point location (iAX,(j-1/2)Ay,kAz,(n-1/2)Atj and

*H (iAx,jAy,(k-l/2)Az,nAt) - H iAx,jAy,(k-l/2)Az,(n-l)Atl

At

E (iAX,(j+1/2)AY,(k-1/2)AZ,(n-1/2)At)

PAY

E (iAx,(j-1/2)Ay,(k-1/2)Az,(n-1/2)AtI

PAY
(2.14)

E f(i+1/2)Ax,jAy,(k-1/2)Az,(n-1/2)A tI
IY

PAX

E ((i-1/2)Ax,jAy,(k-l/2)Az,(n-1/2)Atl
+ Y

PAX

24
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at point location {iAx,jAy,(k-i/2)Az,(n-1/2)lAtj.

Electric Field Algorithm Development. Operating on the

E-field in Eq (2.9a) at grid point

((i-I)Lx, 1j-i/2) Ay, (k-l/2)Az,n~tI

Ex is first needed at t = (n+i/2)At. Using the average of

E at At/2, before and after t,
x

E [(n+i/2)Atl + E x(n-i/2)At)
E (nAt) = x (2.15)
x-

Usubstituting in the space coordinates, one finds

E x (i-i)Ax, (j-i/2)Ay, (k-i/2)Lz,nAtI "

E f(i-i)Ax,(j-1/2)Ay,(k-i/2)Az,(n+1/2)AtI
x

2

(2.16)

E x(i-l)Ax,(j-1/2)Ay,(k-i/2)Az,(n-1/2)AtI
x

2

and substituting into Eq (2.9a), then expanding the right

side as was done in Eq (2.8), the result is

25
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(E/At + a/2)(E f(i-1)A x,(j-1/2)Ay,(k-l1/2)Az,(n+1/2)At))x

-(E/At - /2)(E ((i-l)Ax,(j-1/2)Ay,(k-1/2)Az,(n-1/2)Atl)x

H ((i-l)Ax,j~y,(k-1/2)Az,nAtj
z

AY

H z Ui-1)Ax,(j-1)Ay,(k-1/2)Az,n~tI

AY
(2.17)

H ((i-l)Lx,(j-l/2)Ay,kAz,n~t)

AZ

H {(i-1)A x,(j-1/2)A y,(k-1)Az,nAtI
+ -y

Az

Now sigma, the conductivity, is in the equation. This

is the area, that if one were dealing with something other

than a perfect conductor, changes in the conductivity could -

be made. In the data base, one can express the conductivity

at each grid point. In the program it is averaged in this

manner:

0 t (i-l)Ax,(j-1/2)Ay,(k-1/2)Azl

(2.18)

of[(i-1/2)Ax,(j-'1/2)A y,(k-1/2)AzI

2

o[(i-3/2) Ax, (j-3/2) ty, (k-1/2) AZ)
+

2
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And epsilon, the permittivity is

Ex1=L~-)x(-/)y(-/)z (2.19)

Similar operations for E at
y

f(i-1/2)Ax,(j-l)Ay,(k-l/2)Az,nAtI

yields

(c/Lt + /2)(E Ui-1/2)Ax,(j-)Ay,(k-1/2)z,(ne1/2)At})
y

-(c/Lt -a/2)(E ((i-1/2)Ax,(j-l)Ay,(k-l/2)iLz,(n-1/2)At1)
y

H x((i-1/2)Lx,(j-l)Ly,kAz,n,6tl

LZ

H [(i-1/2)Lx,(j-1)ty,(k-l)Az,nft)
x

Az
(2. 20)

Hi iAx, (j-1) 6y, (k-1/2) Az,n~t)

z

Ax

and for E zat [(i-1/2)Ax,(j-l/2)Ay,(k-1)Az,n~t)

27



(C/At + /2)(E z (i-1/2)Ax,(j-1/2)Ay,(k-l)Az,(n+1/2)AtJ)

-(c/At - /2)(E z (i-1/2)Ax,(j-1/2)Ay,(k-1)Az,(n-1/2)At))

H [iAx,(j-1/2)Ay,(k-1)Az,nAt)

Ax

H fI(i-1)Ax, (j-1/2) by, (k-1) Az,nAt)

Ax
(2.21)

H x [(i-1/2)Ax,jAy,(k-l)Az,nAtj

by

H x (i-1/2)Ax,(j-1)Ay,(k-1)Az,nAtj

Finally, in rearranging the electric field equation and the

magnetic field equation, one arrives at a form which is

useful in understanding the relationship between various

fields and the code. For example:

H fi,j,k,nAt) H Hti~j~k,(n-l)Atl

+(bt) (E fiiii(k+1/2),(n-1/2)Atl
AZ

E (i,j,(k-1/2),(n-1/2)Atj

Az
(2.22)

E (i,(j+1/2),k,(n-1/2)At)
z

by

E z i,(j-1/2),k,(n-1/2)Atj
+ Aby)

28



and

E li,j,k,(n+1/2)At) Epi,j,k,(n-1/2)At( ,, 'cr2
( At + 0/2)i~

+ ( 1 /)) (Hz[i,(j+1/2),k,nAt-

(/At + 0/2) Ay .

H [i,(j-1/2),k,nAt.
z

Ay
(2.23) -

H i,j, (k+ /2),n At ) ( ..

Az

H [i,j, (k-1/2),nAt})
+ Y,'.

In this manner, the E can be calculated knowing the H-field

At/2 earlier at the four adjacent points in the orthogonal

plane, Ay/2 and Az/2 away, and the E At/2 earlier at the

same point. A similar statement can be made about H , Eq

(2.23).

Thus, at every time step (At/2), a complete set of

either E or H fields is calculated for the entire problem

space. This piocess is continued in time until a steady

state response is reached.

For computational stability, At must satisfy the

Courant stability condition (27:329; 64:303),

29
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t Vmax (Ax-2+Ay-2+Az- 2) 1 / 2  (2.24)

where Vma is the maximum velocity of propagation in the

medium. Eq.(2.24) means that the increment of the time

steps must be smaller than the time it takes the wave to

travel. This keeps the magnitude of the field finite

differences small, so that the solution is stable. In other

words, the finite differences are small because the passage

of time was small enough to allow only small changes in

magnitudes.

I30
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3. Boundary Conditions

Boundary conditions are necessary because space in gen-

eral is infinite, but the computer has to have a finite num-

ber of values to make its calculations. An infinite space

is simulated by truncating the problem space with carefully

chosen boundary conditions. Examining Eq (2.22) and (2.23),

it can be shown (as in Hebert's development of the propaga-

tion in one direction) that some type of boundary condition

is absolutely necessary for the finite difference code (16).

Without boundary conditions, the fields at the problem space

boundary would be undefined and would not allow the calcula-

tion of the next field when stepping through the space. The

end result is a decreasing data base of past fields from

which to calculate the subsequent solutions. -

There are numerous boundary conditions imposed by

different authors in the algorithms of the finite difference

codes. The first author that developed the finite

difference algorithm, Yee, simply forced the outer problem

space boundary to be a perfect conductor (64). This causes

'noise' in the solution, due to the reflections off the

boundary (55:626). others use a combination of Yee's,

"hard" boundary conditions and "soft" ones, which reduce the

reflection problem (55:626). The two "soft" boundary

conditions considered are the absorption and the radiation

boundary conditions.
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Absorption Boundary Condition

The conductivity of the problem space is set to zero in

the center, but at the outer edges it is set to some small -'-

value, such as that of distilled water (Figure 5). This has

the effect of "absorbing" the fields to the point that the

reflected waves from the outermost boundary will not perturb

the solution of the fields in the center of the problem

space.

4
0=0 = 10

-------------------------- -----------------------

*~4 4 .
+ + I + + .'1

+ + + +

Figure 5. Finite Conductivity at Boundary Edges

This absorption boundary condition requires approximately

one wavelength's distance to the boundary to simulate a low

reflectivity surface (55:626). This additional size added

onto the problem space greatly increases the computer memory

32
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and time for calculations (55:626). This particular

boundary condition was used in Rymes' code (48).

Radiation Boundary Condition

The radiation boundary condition uses a far-field

approximation and the radiation condition to emulate an

ideal infinite problem space. The general form of the

radiation condition was originally introduced by Merewether

(38:41). Bayless and Turkel have shown that the radiation

boundary condition is a very valid mathematical techniaue

(4). The form of the radiation boundary condition is: some

function of time f(t-r/c) divided by radial distance, r,

from the center of the problem space (38:41).

f(t-r/c)
E= (3.1)

r

where

f = causal vector function
t = time
c = speed of light
r = large distance from the center of the test object

The function, 'f', used by Merewether will be the one

incorporated into the modified Rymes' code (38:42). The

fields at the boundary are found by parabolic interpolation

33
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in time, of the fields that are one cell in from the outer

boundary, at nAt, (n-l)At and (n+l)At. This is expressed as

Ez at the outer boundary point (ij,k), maximum j-plane

boundary, in the y-direction as:

n-l R z(i,j-l,k)
Ez  (i,j,k) = f[e,E(t)1 (3.2)

2R (i,j,k)

where

n-if[e,E(t)) = (9 - l)Ezn (i,j-l,k)
zy zy2)z '

2 n+ 2(1 - e )E (ij-l,k)

+1En+l
+ zyz(e + I)E (ij-Ik)

zy zy

R i~~k =(xi)2 2 2 1/2R (i,j,k)= x(i)2+y(j) +z(k)2Iz .%

R (i,j,k) - Rz (i,j-l,k)

zy cAt

and the x,y,z position coordinates for the outer boundaries

are such that the coordinate system's origin is in the

center of the problem space. The 'c' here is taken to be

the speed of light in free space, and At is the time elapsed

since last grid position. Similarly, E can be expressed
X

for this boundary. Two components, for each of the

remaining five sides of the problem space, are also

expressed in the same way. Eq (3.2) works for a constant
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cell size problem space. More elaborate expressions are

required for an expanding cell size grid (20:2419).

Implementing Eq.(3.2) into code turned out to be a
-V..

major task. In fact, half the time spent on this thesis was

devoted to simply understanding this radiation boundary

condition. Researching the radiation boundary condition's

origin, and then implementing it into the 3DFD computer

code, was a much larger task than originally estimated. -"

References were not found which specifically covered a non-

uniform problem space. A non-uniform problem space in this

text is one with three different size sides to each

element's rectangular box. A major clue was found in a

report by Merewether and Fisher (39:74). Looking at

Eq.(3.2), the expression for 9 contains a '1' and a c t.

The expression directly coded into FORTRAN gave disastrous

results.

This direct programing caused the calculated field
r

magnitudes to blow up. In looking into the problem, it
Kn

became obvious that cAt had to be different for each

direction considered. This was taken care of by realizing

that cAt was the distance traveled in the increment of time

in a particular direction. This could simply be replaced by

the space increment dimension over which the derivative was

being considered. Note that the '1' now needs to represent

an integer one higher than the quantity being subtracted

away in the expression for 9 (7:120). If this last

35
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precaution is not taken, the sign of 9 varies and the

parabolic interpolation is incorrect. Detailed expressions

can be found in Appendix B.

A smoother waveform is the expected result when using

the radiation boundary conditions instead of the absorption

boundary conditions. The reflected waves which are caused

by the discontinuities at the changes in problem space

conductivity, are expected to be reduced. Because of this,

the interaction of the reflected waves should be greatly

reduced or eliminated. In general, the reflective waves can

be thought of as destructive and constructive interference

of the output/resulting waveform. This interference is

believed to be the cause of the abnormal magnitude

variations. Therefore, reducing this destructive and

constructive interference caused by the reflected waves

should result in a smoother-appearing output waveform.

36
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4. Modeling the F-16

The F-16 'Fighting Falcon' was chosen as the aircraft

to be modeled in this thesis. The F-16 was chosen because

of the current lightning susceptibility testing being

conducted. The thesis sponsor, AFWAL/FIESL, was performing

lightning strike tests on the new LANTIRN navigation pod

installed on a F-16 (9). Another reason for the choice of

the F-16 was due to its being the first operational fighter

with a "fly-by-wire" flight control system. The high

interest in the survivability of the "fly-by-wire" system

after a lightning strike caused many studies to be

performed, supplemented with many on-going :fforts to

I protect this system (6). A large data base was therefore

available for follow-on comparisons and studies. First, the

problem space will be described in general. Then the choices

which were made to model the F-16 in the time-domain finite

difference problem space, will be explained. The last area

to be covtzced will be the location of the ten sample points.

3-
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Problem Space

The problem space is made up of a rectangular area

subdivided into 19,683 rectangular cells. The positions

within this problem space are defined in terms of the

Cartesian coordinate system. This particular choice of

coordinate systems is well-suited to the finite difference

formulation previously mentioned. The space is divided into

rectangular grids referenced by integers such as

(i,j,k)=(1,1,1). The particular length of each grid is

chosen to enhance the description of the geometry of the

subject object. Each of the three directions is divided

into the same number of grids, although this is not

required. The best way to describe this is by an example.

The program used for this thesis incorporates a 27X27X27

(=19,683) grid space. In meters, the x-direction increment

is 0.69 meters, y-direction is 0.22 meters, and the z-

direction is 0.45 meters (Figure 6). Since the grids remain

a uniform size in a given direction, this makes the overall

physical size of the grid space 18.63, 5.94, and 12.15

meters respectively, in the x,y,z directions.
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0.45 m

0.69M

0-22m

Figure 6. Basic Grid Block

The constraint of memory size and processing time are

the main limiting factors for the number of grid divisions

used (e.g., 27X27X27). Each of the 19,683 grid points has

six fields associated with it. After one complete run of

the program through the problem space, 118,098 fields have

been calculated. This run through the problem space occurs

at every time increment (At/2). The time step in this

thesis was 0.366667 nanoseconds. A valid run may include up

to two microseconds of data. More time results in large

numerical errors (13:50). Two microseconds corresponds to

5455 complete cycles through the problem space. Clearly,

this is already amounting to large amounts of memory and
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central processor (CPU) time. When the amount of

calculations per cycle is considered, the problem becomes

evident.

The finest detail needed to be represented on the model

determines the increment size in each direction. Complete

descriptions can be found on the problem space in most

finite difference users' manuals (18; 20; 29; 48; 60).

These same users' manuals will contain information on

implementing the most efficient dimensions for the problem

space and element blocks. The 27 cubed problem space was

used in comparing both the radiation and absorption boundary

conditions. The aircraft was allowed to take up a large

portion of the problem space.

The remainder of the problem space left a minimal

number of rectangular blocks beyond the aircraft dimensions.

The blocks outside the aircraft's dimensions are used for

the boundary conditions. Using a minimum number of blocks

is not a good practice in general, but was intentionally

done to exercise the boundary conditions under a worst case

scenario. In particular, only three blocks were used to

implement the boundary conditions. The aircraft's maximum

dimensions were extended into an aircraft grid space

21X21X21, centered in the 27X27X27 problem space. This

leaves the 6 blocks (3 on each face of the box) in each

direction for use in implementing the boundary conditions.
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Field Locations

Each corner of a rectangular box in the problem space

defines a set of fields (Figure 7). The 6 fields described

are the 3 electric fields and the 3 magnetic fields in each

vector direction. The fields are only defined by these

points; they are not actually located there. The E-fields

defined by point (i,j,k) are perpendicular and centered on

the three sides of the rectangular box, not touching the

defining point. The H-fields lie on the edges of these same

sides most distant from the defining point. The directional

nature of these 6 fields is as established by the coordinate

system used (Figure 7).

Ie

-- .

"" l'J,, ._ _ -. . . _ _,(ijk)

I -

H Ey(I,/,k

I/

Ez(I J,k) /

Figure 7. Field Locations with the Decentralizing Grid
System
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Cell Size Choices Made for the F-16

The F-16 is a very smooth, aerodynamically designed

aircraft. This aerodynamic design consists of many curved

surfaces (Figure 8). These curved surfaces presented a

challenge to model with the rectangular blocks of the

Cartesian coordinate system in the problem space. The F-16

has an overall length of 15.09 meters, width of 9.45 meters,

and a height of 4.6 meters (Figure 8) (9:FO-3). The x

coordinate is associated with the length of the aircraft

(Figure 9). The x direction increment of 0.69 meters was

chosen as a compromise to better model the geometrical

structure of the wings in the xz plane (Figure 9). The y

coordinate is associated with the height of the aircraft

(Figure 10). The y direction increment of 0.22 meters was

selected primarily to model the wing root area of the F-16

(Figure 10). The z coordinate is associated with the width

of the aircraft (Figure 11). The z direction increment of

0.45 meters was chosen to model the detail of the speed

brake and the base of the vertical stabilizer. The result of

these choices was a good geometrical model which matches the

F-16's predominant details (Figure 12).
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Figure 8. F-16 Fighting Falcon
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Figure 9. Gridding of the F-16, Side View
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Figure 10. Gridding of the F-16, Front View
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Figure 11. Griddirig of the F-16, Top View
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Figure 12. Three-dimensional Drawing of F-16 as Blocks

The aircraft is described to the computer in subroutine

'AIRPLN' (Appendix A). The description of the geometry of

the aircraft is accomplished by defining the tangential E-
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fields of the surfaces. The building of the model (Figure

13) was an extremely important step in defining the location

of the tangential surface fields. Each field must be

assigned by grid space location and magnitude. The

tangential surface E-fields, surface normal H-fields and all :e_

interior fields are set equal to zero in the case of a

perfectly conducting surface. Refer to Appendixes A and B

for listings of all of the computer codes used, including

the subroutine AIRPLN. A useful device for detailing the

field locations was a clear plexiglas cube, with the field

locations accordingly marked such as Figure 1. Another

technique used in modeling the F-16 was to take the wood and

metal model and position the xz-planes, or layers, of the

mock-up on a scaled grid plane. This enabled actually

seeing where the fields were physically located. The coding

of the subroutine AIRPLN and understanding the field

locations was greatly simplified with this technique. r"
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(a) Top View

(b) Bottom View

Figure 13. Photograph of F-16 Block Model
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i~l
5. Program Details

The modified Rymes' code was reviewed in great detail.

Some changes were made to the modified code before running

the F-16 with the absorption boundary conditions. The code

was then modified to include the radiation boundary

conditions. The sensor locations were selected and encoded

in subroutines 'EADV' and 'HADV'. Lastly, the source was

updated to reflect parameters recently measured in flight

(8; 17; 47; 49).

Lii

Basic Code

The assumptions made about the modified Rymes' 3DFD

code were basically sound. In reviewing the modified code,

only a few minor omissions and corrections were made. The

results after complete computer runs on the F-16 model were

as expected. The changes made to the modified code with the

absorption boundary conditions enhanced the results

(Appendix C). A completely updated and corrected copy of

the code is in Appendix A.
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Boundary Conditions

After running the code with the absorption boundary

condition, the radiation boundary condition was implemented.

The specific listing can be found in Appendix B, subroutine

'RADBC' and 'HADV'. A significant amount of time was spent

in transforming the rather simple-appearing parabolic

interpolation of (Eq 3.2) into Fortran 77 code. The basic

problem was caused by a lack of details in the literature.

The missing details were definitions of time increments in

relation to the three different dimensions of the basic

problem space block (Figure 6). In particular, the

calculation of 'e' is very sensitive to the definition of
~ cAt (Eq 3.2).

Sample Point Locations

Ten locations were selected as typical for field sensor

layouts on the aircraft. Similar locations were used in a

CV-580 flight test conducted by AFWAL (16). Any of the

three orientations of either the E-field or the H-field

could have been selected at any point in the problem space

for monitoring. The selections made are detailed in

Table 1.

51

OF



TABLE 1. Ten Sampled Points

Sensor Type Location Direction Coordinates
# H or E Description Component (i,j,k)

1 H-field right wing x (18,10,6)

2 H-field nose z (4,10,13)

3 H-field engine feathers z (24,11,13)

4 H-field bottom fuselage z (10,4,14)

5 H-field bottom fuselage z (19,4,14)

6 H-field vertical stab x (22,18,14)

7 H-field left wing x (18,10,23)

8 E-field right wing y (17,11,10)

9 E-field top fuselage y (15,13,14)

10 E-field left wing y (17,11,18)

The sensor locations are shown in Figure 14. Appendix A,

subroutine 'EADV' and 'HADV' show the code used to sample

these points at each time step. This sampling will be found

under 'sample points of interest' at the end of both

subroutines.

52



* -d . +

(a) Top View

(b) Bottom View

Figure 14. Sensor Locations on a Block F-16 ModelI
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* Source Function

A couple of the changes made to the code were in the

source function. The "transparent" source function utilized

in the modified Rymes' code caused some unnatural growth in

the response (19). The so-called "transparent" source added

the scattered fields to the source fields, resulting in an

ever-increasing source function. Modifications made in the

code appearing in Appendix A corrected this growth and gave

much better results. The risetime (10% to 90% of the

maximum amplitude) was changed to 100 nanoseconds (Figure

15). This was found, by AFWAL measurements, to be more

characteristic of cloud-to-cloud lightning strikes (8:128).

The normalized source function is plotted in Figure 16 out

to the 50% falloff point, which occurs at 20.4 microseconds.

Numerous programs, or researchers, use this double

exponential as the source function, which is sometimes

called the 'Bruce-Golde' model (8:36). This source

function emulates a lightning strike's characteristic

waveform (19). The source is attached to the aircraft with

a surface current injection technique, as described by Kunz

(30:1423). This surface current injection technique is

basically accomplished by inserting an H-field into the grid

space boundary conditions. The insertion of the H-field

takes place around the point that the lightning attachment

is being simulated. The H-field is approximated from the

54

- - *4 -~ .~* - -- .U~t~ .Af.~A 4 .. .. i



.- - - - - . . .. -o. . . - . - _..rr r - . * -.,... -. ,. .. _ .7?, ?T ,- -, i- ., " - . -- - -. - -

relationship, H = 1/(2 r); where 'I' is the time-varying,

analytical current model for the lightning channel desired,

and 'r' is the radial distance from the point of desired

injection to the nearest H-fields surrounding that point

(24:165).

[.00

.80

1%to 90% Risetime

t 100 nanoseconds

C31

..- .4 "• -

.J

.20

.00 .04 .06 .12".16 .20 .24 .28

SECONDS .I06

Figure 15. Expanded Plot of Source (First 250 nanoseconds)
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Figure 16. Normalized Double Exponential Source Function
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6. Analysis

The result of implementing the radiation boundary

conditions appears to be an improvement over the absorption

boundary conditions results. The absorption boundary

condition results contaii many fluctuations in amplitude

that can be attributed to the boundary conditions (19; 55).

When the waves travel and hit the discontinuity at the

element rectangular cells which have increased conductivity,

they reflect back with a discrete magnitude. These

reflected waves cause the additional amplitude fluctuations

not found with the radiation boundary condition. All ten

sensors showed the same results: a general smoothing of the

amplitude of the response on the aircraft's skin (Appendix

C). All the field plots (Appendix C) had the same basic

shape before and after the boundary conditions were changed.

The first 300 nanoseconds of each fields response are

plotted in this chapter (Figure 17 thru Figure 26). Each

sensor's response is plotted on the same graph for both

absorption boundary conditions and radiation boundary

conditions. The absorption boundary condition plots are

annotated with an '*'. The smoother response of the

radiation boundary condition resembles the MIE solutions as

calculated by Holland (20:206). Note that the disparity in

the polarity of the E-field response (sensor 8 & 10) was

possibly caused by a resonance effect in the wing region.
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Figure 17. Sensor One, H-field, Right Wing
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Figure 19. Sensor Three, H-field, Engine Burner Can
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Figure 22. Sensor Six, H-field, Vertical Stabilizer
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Waveform Appearance

The general appearance of the responses from the

different boundary conditions was dramatic. The amplitude

oscillation frequency of the radiation boundary condition

response was less distinct than that of the absorption

boundary condition. As Figure 17 thru Figure 26 display,

the radiation condition gave a much smoother response. The

overall response for the entire two microseconds of each of

the computer runs was consistent. In each and every graph

of the response, the radiation boundary condition curve was

smoother and settled to a steady state response much quicker

than that of the absorption boundary condition.

Note also that the amplitude, in general, of the

radiation boundary curves are higher than those of the

absorption boundary condition. This lower absorption

amplitude was due in part to the source itself being

absorbed. That is, the source actually goes through a

couple of element blocks which have a finite conductivity.

However, a small portion of the amplitude differences could

be due to constructive and destructive interference of the

reflected and surface waves.
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The absorption boundary condition's H-field response of

Figure 17 has an average period of 3.6 nanoseconds, which

corresponds to a wavelength of 1.08 meters. The radiation

boundary condition's H-field response for the same time span

is different (Figure 17). It has a average period of 7.2

nanoseconds, which corresponds to a wavelength of 2.16

meters. Using the aircraft's length as the predominant

resonance structure, the wavelength of the response

calculated for radiation boundary conditions was a quarter

wavelength multiple of the aircraft's length. The

absorption boundary condition did not have this same

relationship, as its multiple was in thirds of the

aircraft's length. This is only a general conclusion. Time

did not permit taking the major surface dimensions of each

sensor's local area, and correlating the calculated field

response's frequency to the major local surface dimensions.

But, the result is as expected; that is, the major

geometrical object's characteristic wavelength will

dominate. More time would have permitted looking at the

problem space's dominant cavity frequency, and its

contribution to the response curve's shape.
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Program Considerations

Implementing the radiation boundary conditions has many

effects. One positive effect was just discussed, that of

smoothing the response waveform. Other effects, such as *

increased storage and run time, are not desirable. The

amount of storage for running the program of Appendix A with

its absorption boundary condition is doubled when the

radiation boundary condition is implemented. An additional

363 lines of code were added to the program, to implement

the radiation boundary condition. The worst effect was the

CPU time per 100 nanoseconds of program time increased by

25% for the radiation boundary condition over the absorption

boundary condition. Table 2 contains some details from the

CDC Cyber 845 after the first 100 nanoseconds of data was

calculated. No claim is made that any code optimization for

run time, speed or memory utilization was attempted.

However these times are comparable to those given in

Eriksen's report (13:50). This is a first attempt at a

comparison on the same code with only the boundary condition

changed. The similarity of the plots at each sensor alone,

support the validity of the program as modified with

radiation boundary conditions.

7-,
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TABLE 2. CDC Cyber 845 Computer Run Data

Absorption Radiation
Boundary Boundary Percent
Condition Condition Increase

Time elapsed
within program 100 ns 100 ns

SRU's CDC 845 8388.6 11534.3 37.5

CPU seconds
execution time 3471.4 4341.2 25.1

Number cycles
through program 272 272

CPU cost
@ $320/hour $308.57 $385.88 25.1

Cost per cycle $1.13 $1.42 25.1
(0.1833 ns)

Conclusion

The smoother response curves of the radiation boundary

condition are quite clear. Assuming this smoothing is due

to ridding the solution of unwanted resonances by changing

the boundary conditions, a more accurate result has been

accomplished. But, as with all things, more study needs to

be done before real confidence can be placed in this

computer solution. Checks were run on both of the computer

programs to verify them. Techniques, such as running the

codes without sources, or without an object in the problem

space, were performed. The results of the checks of the
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program proved that it worked properly in those aspects.

But more experimentation needs to be performed. On the

surface, the radiation boundary conditions give response

curves of the same general shape as found in lightningJ

strike characterization papers. This comparison is made, in

general, with other calculation methods of response curve jj
generation. A lot of questions yet to be answered have to

do with whether or not the increased cost of this program is

justified. Can the analysis be accomplished, with the

results of the absorption boundary conditions, to the

desired accuracy? Which degree of accuracy is needed? What

is the decision point for using one boundary condition over

the other?

In comparing the response curves side-by-side, it is

noted that the general wave patterns for each sensor are the

same. Therefore, implementing the radiation boundary

condition did not alter the basic wave pattern. And the , 2
radiation boundary condition did smooth the waveforms. This

tends to back up the premise that the spurious reflections

caused by the absorption boundary condition's changes in

conductivity, are seemingly removed by the radiation

boundary condition. The objective of ridding the output of

spurious reflections seems to have been accomplished.
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7. Summary and Recommendations

The major objectives of this study have been

successfully completed. The code for modeling an F-16 into

the Rymes' 3DFD computer code was written and implemented

successfully. The 3DFD computer code was run with

absorption boundary conditions for two microseconds of

response time. The 3DFD code was then rewritten to

incorporate the radiation boundary conditions, and run with

the radiation boundary conditions for two microseconds of

response time. During each complete run, ten points on the

surface of the simulated aircraft were sampled. These

samples are in the form of magnetic field responses and

electric field responses.

The responses for each sample point were compared for

the different boundary conditions. The radiation boundary

condition produced a much smoother response, apparently

accomplishing the task set forth by the sponsor,

AFWAL/FIESL. That is, the radiation boundary conditions

removed many of the unwanted variations in the amplitude.

The major drawbacks of implementing the radiation boundary

conditions over the absorption boundary conditions were

discussed. The 25% increase in the cost of running the

radiation boundary condition program was a major *1
disadvantage. However, the overall results verified that
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the radiation boundary conditions do remove unwanted problem

space reflections. The sponsor (AFWAL/FIESL) was very

pleased with the results.

Future projects to parallel this effort could be

numerous. Comparisons should be made of 3DFD output data L-7

with measured, actual inflight lightning strikes. Another

possibility, would be exploring in greater detail the result

of this study for more subtle effects of the different

boundary conditions that were not readily apparent. Or

researchers could take on the very challenging task of

optimizing the code for minimum run time and maximum 4

efficiency in storage use. A detailed examination should be

made to explain why the E-fields of sensors 8 and 10, seem

to have opposite polarities for the different boundary

conditions. An interesting technique would be to use the

aircraft symmetry in such a manner that only half the

problem need be solved, which, in theory, would reduce the

expense by half. Researching combinations of boundary

conditions would also be of great interest. One possibility

would be to allow a small amount of absorption in the

outermost cell, in combination with the radiation condition.

Another possibility would be to create variations in the

cell dimensions in a given direction, as opposed to adding

extra grid cells (which cause cost increases or loss of

details in the modeling of the object being studied).

°
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Many studies have been performed in the area of Finite

Difference Codes, as attested to by the many listings in the

bibliography. However, few real comparisons of the varied

techniques are available in any detail. Much can be

accomplished with this code. The 3DFD is very flexible and

allows cell-by-cell assignment of material properties. This

flexibility makes this code an issue of possibly great

interest in the study of composite aircraft materials in

many electromagnetic pulse environments.

Future implementation on specialized parallel

processing computers, and/or the CRAY super computer, would

greatly reduce the major disadvantage of the 3DFD code,

which is the CPU runtime. Of course, the increased cost of

the use of these newer computers must be weighed against the

benefits. The last suggestion that will be made in this

thesis is that an interactive modeling system be developed

for electromagnetic codes in general. Modeling an aircraft

is a very time-consuming task. Cooperation with the

aeronautical engineers and their detailed drawing

capabilities would open new frontiers for the

electromagnetic community. The ability to take the

aeronautical engineer's detailed structural drawing and

converting them into electromagnetic models by software,

would be a great stride forward for any electromagnetic

computer code utilization.
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Appendix A

Updated Modified Rymes' Code

This appendix contains the Modified Rymes' Code, with

absorption boundary conditions, written by Hebert (16). The

code listing is complete as implemented and runs on a CDC

Cyber 845. Improvements are included which correct minor

errors in the code mechanics, and an improved source is also

implemented. The code compiles on the Cyber 845 using FTN5,

and runs with no problem when suppressing ANSI errors. The

compile time is approximately 2.603 CPU seconds. The run

time is 3,472 CPU seconds for 100 nanoseconds of sample time

elapsed. The aircraft modeled in this code is an F-16

'Fighting Falcon'. This code will run as listed only for

the first 150 nanoseconds. For continued runs,

modifications must be made as annotated in the program.

Additionally 'TAPE1' must be saved from the previous run.
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PROGRAM ABC (OJTFi5,TAPEA=OUTI51TAPE2)
C
C THE MODIFIED RYMES 3-11 CODE F16i
C

COROIJ lSETI/ NWAXEPST,SI60,C,TMW,DELT
COMMION /SET2/ ICAN, ICMI, ICPIJCANJCNIJCPIKCANKCM1,KCPI
COMMON /SET3/ DELXDELYDELZ
COMMON /TIME/ TEN, THN
COMMON /ARRAYS/ Al (27,27),BI (39),A2(27,271,B2(39),A3(27,27),
*B3(39),A4(27,27),B4f39),A5(27,27),B5(39)1A6(27,27),B6(39)I
*A7(27, 27) ,B139), A8(27, 21),B8 (39) ,A9(27, 21,B9 (39),
*AIfl(27,27),BIS(39),Ahl(27,27),BII(39)

DIMENSION INDEX(190)
CALL OPENMS(2, INDEX, 198,8)

C
C READ INPUT DATA
C

CALL SETUP
C
C ZERO THE FIELDS INITIALLY.
C PROGRAM USES A M1ASTER STORAGE FILE TO STORE FIELDS AND CONDUCTIVITY -

C OF EACH LATTICE POINT. INDEX K GOES FROM I TO 27.
C EX K
C EY K+27
C EZ K+54(27#2)
C fIX K+81 (27#3)
C NY K+108(274)

bC HZ K4135(27*5)
C 916 K+162(27#6)
C

Cfff######§.DELETE FROM HERE TO STOP DELETE######
C TO REMOVE THE ZEROING OF TAPEI
C FOR CONTINIE RUNS BEYOND THE
C INITIAL TMAX STDPING TIME

DO 108 1=1,27
DO 108 J=1, 27

DO 288 K=1,189
200 CALL WRITMS(2,Ai(i,l)1768,M,8)
C
Ctff#u,####§STOP DELETE GO THE TI/TENnu.'u'uun.#

C PRESET TIE CONDUCTIVITY ARRAY

CALL SIGSET
C
C TIME STEP LOOP
C

DO 1808 N=IPMAI
CALL APERT
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*C COMPUTE TIME CONSTANTS
-- C

Cti#*uui#FOR CONTINMED RUNS BEYOND JMAXuuuffIlf*
C ADD TtE STOPPING TIME FROM PREVIOUS
C RUNS TO THNAND TEN PLUS1/2 OF DELTA T

C
C EXAMPLE
C
C ITER FIRST RUN
C
C TIM=DaT.(FLOATN)-I.).I.5083E-7
C TENDaT.(FLOATN)-.5)..5183E-7

T1WDELTI (FLOAT (N)-I. )
TEN--DELT' (FLOAT (N)-. 5)

C
C ADVANCE THE H-FfIELDS DY l-PLANES
C

C CALL MADY

C ADVANCE TIE E41IELDS BY Z-PLANES
C

CALL EADY
IMU CONTINUE
C
C END OF TIME LOOP
C

CALL CLOSMS(2)
STOP
END
SUBROUTINE SETUP

C
C CODE USES A UNIFORM GRID.
C

COMMION ISETI/ NW1X,EPSTSI5O,CTMUIDELT
COMMON /SET2I ICAN, ICHI, ICPI, JCAN, JCMI, JCPIKCANXCMI, KCPI
COMMON /SET3/DELXIDELYgDELZ

C
C INPUT DATA PROVIDED BY USER.
C

DATA C, EPSO, EPSR, 1)11, SIAO/3.DES, 8. 85)E-I2, 1.8,1. 2566E-6,I. E-4I
DATA ICPI,JCPI,KCPI/27,r.27/
DATA DELI, DELY, DELZ/. £9,,2, . 5/
DATA TMAX.SE-7I

C
ICANICPI-I
ICMIzICAN-I
JCAN=I-1
JCN1&,JCAN-1

t-. KCANCP-I
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KCMI{KCAN-I

C VERIFY THAT ICPI,JCPI,KCPI ARE ODD.
C V

IF (ICAN. EQ. 2.(ICAN/2) .AND. JCAN. EU. 2(JCriI/e)1 AND
*I(CAN.EU.2'(KC1YN/2))60 TO I

PRINT W, TIE NUMBER OF GRID POINTS MUS~T BE ODD
STOP

I CONINUEb S

C
C KILT IS TIE TIME INCREMENT (IT SATISFIES COUJRANT CONDITION).
C W#AX IS THE TOTAL NUMBER OF TIME INCREMENTS FIELDS WOLD BE ADVANCED.
C

DELT-4NINI (DEIDELY, DELl) 1(2. I)
NMAX=TMAX /DELT
EPST=EPSO;EPSRIDELT
TMUO=DELT/XNWO
RETURN
END
SUBROUTINE SIMSE

C
C S16(1,3) AT KI:K+162 IS THE CONUUTIYITY AT THE POINT (X(I),YfJ),Z(K)).
C X(I)=(I-.5)#DELX, Y(3)=(J-.51'DELY, ZIK)=(K-.5)IDELZ
C

COMMION /ARRAYS/ SI6(27,27),BI(35)
COMMON /SETI I NI'AXEPCT,6160, CTMOO, DELT

b ~~COMMOtN ISET2/ ICAN, ICHI, ICP1, JCAN, JCNI, JCP1,XCAN, KCNI, KCPI

C PRESET THE CONDUCTIVITY TO IE-4 EVERYWlERE IN SPACE.
C

DO 10 I=1,ICAN
DO 19Jto JA

1o SI6(I,Jk=SGou
C
C NOW WRITE THE SIG ARRAY TO MASS STORAGE
C

DO 28 K=lKCAN
91=0+162

28 CALL WRIT1IS(2,S16(I,1)1768,KIlt)
C
C THEN ESTABLISH FREE SPAME CONDITIONS
C

ICM2-IlCAN-2
JCM2--JCAN-2
KCIM-){CfN-2
DO 30 1=391CN2
DO 30 J=3,JC)12

38 1(,).
C
C NOW OVERWRITE THIS PORTION OF THE SIG ARRAY
C

DO 41 K=3, KD12
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K14(#162
48 CALL WRITS(2,SI(I,1)q768,KI,I)

RETURN
END
GIJIROUT INE EADY

C
C THIS SUBROUJTINE ADVCES THE E-FIELDS TWO Z-PLANES AT A TIME.
C RECORDS (F H-FIELDS FOR TWO WSIYJE i-PLANES MUST BE KEPT IN
C ORDER 70 TAKE DERIVATIVES IN THE i-DIRECTION.
C RECORDS OF SIG FOR TWO SOJCCESIYE Z-PLANES OU.ST BE KEPT IN ORDER TO TAKE
C AVERAGES IN TIE i-DIRECTION.

COW4ON /SET !/INHAX,EFPST, 5160, C, fLtJODELT

COMM1ON ISET2I ICAN, ENt, ICPI, JCAN, JCMIIJCPIKCANKCNI, KCPI
COP"IO ISET3I DELXDELY,DELZ
COMM1ON /TIME/ TEN, THN
COMMON /ARRAYS/ EX(27,27),B1135),EY(27,271,92(39),EZ127,27)I
+BI(39),HXA(27,27),B4I39),HXB(27,27),B5(39),HYA(27,27),B6(39),
4HY(27,27), 57(39) ,HZA127,27),BB(39) ,HZB(27, 27), 99(39),
*SISA(27,27),BIS(39),SIBD(27,27),BI1 (39)

C
C ADVANCE E-FIELDS BY i-RM4JS
C READ IN FIRST H-PLANS
C

CALL READM'S(2,HXA(1,1)1768,82)
CALL READMS(2,HYA(1, 11,768, 189)

C
C DO FOR ALL l-PIANES
c

MNB-

DO ION8 KLOOP=1,KCIW,2
K=KLOOP
KPI-K+1
K2--K+27
K3=K+451

K4=K482
K540+109
KG=K. 135
K7-K+162

C READ IN SECOND H-RUVES AND OLD E41IELDS
C

CALL READS(2,EX(I,1),768,K)
CALL READt'6(2,EY(1,I),768IK2)
CALL READNqS(2,Ei(II),768,K3l
CALL READMS1S2,HXB(I,t),768,K4)
CALL READt'S(2,HYB(IIl,768,K5)
CALL READtqS(2,HZAlI, 1),168,K6)
CALL READl'S(2,SI6Al,I),168,K7)

C
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DO M0 J=1,JRAN
JP1=J+t
DO M0 1=21 CAN

C
C SIG(X0,Y,l)=.5#(S16(X-DELX,YIl)+S16(XY,l))

C SIG(I,Y0,l)=.5*(SIG(X,Y-DELY,l)+S16(X,Y,ZI)

N. C SIS(XY,Z0)=.5*(SIG(XYZ-DELZ)+S!6(XYIZ))I

A-EPST-S162
B=I. /(EPST+SIG2)
EX(J,J)=(AVEXIIJ)4(IIZA(!,JPI)-HZA(IJ))/DELY-
+(HYB(I,J)-HYA(IJ)) MEZ)*B

200 CONTINUE
DO 38 I=1,ICANd
IPI=1+1
DO 308 J=2, JCAN
S162=.25;(SI6ACI, J-1)+SJGA(I,J))
A=-EPST-SI62
B9=1.1(EPST+S162)
EY(I,J)(AEYII,J)+(HXBCIJ)-HXR(I,J))/DELZ -

38 I*HZAIPI,I-HIA(I,J))DELXIID
30 ONTINUE

C
C WRITE NEW EX,EY PLAN~ES TO WISS STORAGE
C

CALL URITMS(2,EX(l,t),76B,K,lI
CALL WRITMS(2,EY(I,1I,768,K2,I)
IF (K.EO.I)O TO 450
DO 4H I111ICANI
IPI=1,1
DO 4N0 J=IJCAI
Jpl=J+1

A=EPST-S162
B=I./ IEPST+S162)
EZ11,J1) =(AEZ (1,J) + HYR (IPI, J) -IY(I, J) )DELX-

+(HXAI,JPI)-+IXA(I,J) )/DELY)*D
400 CONTINUE
C-
C WRITE NEWI El PUVIE TO MASS STORAGE
C

CALL WRITMS(2,EZ(Il1768,K3,I)
C
C SAMPLE POINTS OF INTEREST(ODD K PLANIES)

III FORMAT (141211IIPIEII.4))
112 FORMAT (14,2(IXIPiEII.4)12(I))
C

4A CONTINUE
K=KPI
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* K2=K2+1
K3--K3+1

C

CALL READMS12,EX(II),1768,K)
CALL READt4S(2,EY(I,I),168,K2)
CALL READtIS(2,EZ(',I)1768,K3)
CALL READi'612,HXA(l, I),768,K4)
CALL READ1S(2,HYA(l, II,768,K5)
CALL READM~f2,H2B(I,1),768,K6)
CALL READ?(,SIGD(I,I),768,K7)
DO 608 J=1,JCAN
JPi=j4I
DO 680 I=2,ICAN

A=EPST-S162 P
B=I. /(EPST+S162)
EXII,J)2(AIEXII,J)+(HJBf!,JPI)-HZB(I,fl)/DELY-
*IHYAIJ,J)-HYB(IJ))/DELU'DB

M8 CONTINUE
DO 788 I=IICAN
IPt=I+t
DOi 7M1 J=21 JCAN

A=EPST-S 162
BD-t. I(EPST+S162)
EY(I,J)=(AiEY(I,J)+(HXAtl,J)-iXB(Ili))/DELZ -

*(HZBIUPI,J)-HIB(IIJ))/DELX)#D
789 CONTINUE

DO 889 I=1,ICAN

DO 8Ml J=IJCAN
Jpt=J~l

A=-EPST-S162
0-dt./(EPST4IG2)
El(I,J)=(A;Elli,J)+uIYB(IPI,J)-IHYB(I,J))/DELX -

*IHXBIJ,JPI)-IHXBIJ))/DELY)iB
800 CONTINUE

C WRITE NEW1 EX,EY,EZ PLANES TO MA1SS STORAGE
C

CALL URIT(,EKI,I~,7GB,K,l)
CALL WRITMS(2,EY(l,l),768,l(2,1)
CALL WRITS(2,E(l,I,768,K3,I
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C SAMPLE POINTS OIF INTEREST (EVEN K PLANES)

IF E.L) WRITE (4,111) WNITENEY(I7,It)
IF (KE.LIS WRITE (41112) MN19,TENIEYEI17,11

C
IF (K.EQ.IA) THEN

WRITE (4,111) MN9,TEN,EY(15,I3)
ELSE
END IF

C

C
C ZERO TIE ELECTRIC FIELD WITHIN THE METAL COMPONENTS OF AIRCRAFT.
C

CALL AIRILN
RETURN
END
SUBROUTINE HADY

C
C THIS SUBROUJTINE ADVANCES THE H-FIELDS TWO Z-PLANES AT A TIME.
C RECORDS OF E-FIELDS FOR TWO MUCSIVE PLANES MU.ST BE KEPT IN ORDER TO TAKE
C DERIVATIVES IN TIE i-DIRECTION.
C

COMMION ISETII NMAX,EPST,SI6O,CgTMUDELT
COMMION /SE12/ lEAN, ICHI, ICPI,JCAI4,JCMI, JCPIKCAN,KCMIKCPI
COMMON /SET3/ DELIDELY, DELZ
COMMIO /TIME/ TEN,THN

to COMMON /ARRAYS/ EXA(27,27),BI(3)),EXB(27,27),82(39),
4EYA(27,27),B3(39),EYB(27,27),Di(39),EZAI27,27),5(3),
*EZB(27,27),B6(39) ,HX (27, 271, 739), HY (27, 27), 38(39),
+1)1(27,27), 99(39)

C
C DO FOR ALL i-PLANES

MN=I

Ke64
MNA7-3

C
DO 9N9 KLOOP--t,KCAN',2
IVKLOOP
KIK-1
K2-K#27
K3=K#5A
K4=K#81

K6=4{.I35
CALL READMS(2,EXB(III)1768,K)
CALL READMO(2,EYB(III,768,K2)
CALL READI4S(2,Hi(I,I),7G8,K6)
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IF (K.EO.1)O TO 356
CALL READtS(2EZ9U,1I,768,K3)
CALL READS(2,H1,I3,768,KA) a

CALL READS(2,HY(,I),768,I(S)
DO 29 J=2, JCAN
D02H6 lallICW
HX(I,J)-HX(IJ)TMO((EYBII,J)-EYA(I 13))/DEl

2N6 CONTINUE
DO 308 1=11 ICHI
IPI=I+i

DO 38 J=1,JCAN

*(EXB(IPI,J)-EXA(IPIJ) I/DELl)
3H9 CONTIINUE

C A@PROXIMATES N FIELDS IN RIE PERPENDICULAIR TO MIRE

C BY W-1/2010'.
C SOURCE FUNCTION,ODD K REFERENCE P'LANES, HY
C CURRENT PULSE MOVNG IN X DIRECTION ATTACHES TO THE NOSE OF THE AIRPLANE
C AT IXYZ~6IAEXITS BY THE TAIL AT (XYIl)z(22,1S,14).
C AT TIME T=8.8 PULSE 1S LOCATED AT X018).
C

IF(K.NE.15)9O TO I
DO 16 1=2,3
TPULSE=TWI.69'(FLOAT(I)-3. I/C
IFITPULSE.LE.8.0)GO TO 10

C
X=EXP (-3.5E0A'TPLLSE)-EXP(-2. 625E7ITPULSE)

C
HYS-7. 67E3.X

HYfIIS)z-HYS
10 CONTINUE

DO 38 1=25,26
TPILSE=THfI-. 6g.(FLOAT (I)-3.1)/C
IF(TPUISE.LE.9.8160 TO 36

X=EXP (-3. E4.TPULSE) -EXP (-2. 625E71ITRLSE)
HYS=7. 67E3*X

38 EEJNT I N.E
I CONTINUE
C
C WRITE NEW HX,IfY RAES TO MA~SS STORAGE
C

CALL WRITMS(2,HX(II),768,KAql)
CALL WRITMS(2,HY(I,I),768,K5,1)

356 CONTINUE
DO 499 I2lICN1
IPI=141
DO 406 J1lJC(

HZ(IPIIJPI)=HZ(IPIJPI).TMO.(EXB(IPI,JPI)-EXB(IPIJ))/DELY-
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*IEYB(IPIJPI)-EY(IlJPI))/DEL.I)
4N CONTINUJE
C
C WRITE NEWI HI PLANIE TO MASS STORAGE
C

CALL WRITMS(2,HZ(I,1)j768,KS,1)
C
C SAMlPLE POINTS (F INTEREST (ODD K PL.ANES)
C

IF (KEO.13) WRITE (4,111) PtJ2,THNIHZ4,10)
IF (KEO.I31 WRITE (4,111) NN3,TM#,Hl(24,11)
IF (KEO.23) WRITE (4,111) NW7,TIH8,H1Bi)

C112 FORMAT (I4,2(1X,IPIEII.4),))
III FORMIAT (1492(tXIPIEII.4),)D
C

K=K+1
KMI=-K-1
K2=K2+1
K3=K3+1
K4-4{4+1
K5=I{5+1
K6=KG.1

C
C REDIN EXT PANJESOF E AND H
C

CALL READMS(2,EA(1,1)1768,Kl
CALL READM'S(2,EYR(1,1),76B,K2)
CALL READtIS(2,EZA(1,l),7G8,K3)
CALL RE6M(2,HIj),768,K4)
CALL READMf'2,HY(l,1),768,H5)
CALL READtS(2,H(,1),76B,K6)
DO 600 J=1,JCM1
JP1=J,1
DO 600 I=l,ICAl
HXI,JPfl=HXUIJPI)TJO# EYAIIJPI)-EY(,JPI) 1/DELi -

*(EZ(I,JPI)-EZA(IJ))/DELY)
606 CONTINUE

DO 788 1=111
IPI=I+I
DO 706 J=1,JCAN
HY(IPIJ)=I'Y(IPI,J)4TNIJJ((EA(IP,J)-EZA(,J))/DEtI -
4IEIIPI,J)-EXB(IPIIJ) I/DELl)

786 CONTINUE
C
C SOURCE FlICTION, EVEN K REFERENCE PLANS, HY
C

IF (K. NE. 14) 60 TO 2
DO 26 1=2,3
TRJLSE=Tt#N-. 69s (FL.OAT( 1) -3.) / C
IF ITPULSE.LE.0.6)6O TO 26

X=EXPI-3. 5E4'TPLLSE)-EXPC-2. 625E7'TPULSE) --
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HYS=-7. 17E3#X

DO 4S 1=25,26
TPULSE=THN-.69,(FLOnTfDI-3. I/C
IF (TPULSE.LE.9.8)60 TO AS

X=EX P -3.5E4AITPULSE) -EX P(-2. 6E1IPLSE)I. HYS=-7. 97E3#X
HYI I 19) =+HYS

20 ONTINUE

DO NO 1=, 3N
TPI=S:I-.9(1OT()3 /
DO NO JS.LEI9.I O TO 6

1 (P PI(-3 lA* PI)E I -EXP( 6 P1oTPI)SEX) II)/DL

Sao CONTINUE

DO 68 1=25,2
TPULSE=THN-. 69*v(FUJAT (1-3.) IC
IFITPLSE.LE.I.O)O TO 8

1=(EXP(-3. EA'TPLSE)-EXP(-2.625E7#TPULJSE)) 
L.

HS=.A7EAX

141(1 l1)=HZS
88 CONTIUE

Ott WRITN-SH(,,ES

CA1LL WRITMS(2,HZ(II,768,K4,1l

C

IF K Eg. 14) THEN
WRITE 14,111) N,TI,HZfIS,4)
WRITE (A,111) Mt15,TlN,HZU19,AI
WRITE (A,M'1 MNITHN,H1(22,IB)

ELSE
END IF

C
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-.: IF (K.EG.G) WRITE (4,111) MNIoTHN, HX(18,I).

989 CONTINUE
RETURN
END
SUBROUTINE APERT

"-" RETURN
END

SUBROUTINE AIRPLN

C ZEROS THE ELECTRIC FIELDS WITHIN TIE FIG AIRCRIFT AND

C TANGENTIAL ELECTRIC FIELD COMPOIENTS AT THE SURFACE
C

COP"JN /ARRAYS/ FLD (27,27),l (39)
C
C El ZEROED
C --

I DO IN@ K=3,25
C C LL REAMS (2,FLD(IIl),768,K)

C WING
IF (K.NE. 3) 0 TO 46
FLD(8,9):6.$
FLD(I9,9)--. T

[ .. Al49 IF (KNE,4 GI O TO 58 ..

DO 41 1=17,19
41 I FLD(,9)=..
56 IF (K.LT.5.OR.K.6T.6) 60 TO 78

DO 51 [:16,19
51 FI.D(9)@.I
76 IF (K.LT.7.OR.K.GT.8) 60 TO 96

DO 71 115,19
DO 71 J=9,10

71 FLD(IJ)=@.I
FLD(123,9)=$.@
FLD(24, 9)=.

90 IF (K.NE.9) 60 TO 16
O 091 1=14,19

DO 91 J--9,10
91 FL(I,3J)-l.

DO 92 1=22,24
92 FLD(I,9)=l.9
I IF (KNE.10) GO TO 116

DO 101 1=13,19
DO 101 J--9,1

lot FLD(IIJ)"x. I
DO 102 1=21,24

162 FLD(I,9)-t.8
11 IF (KNE.11) 60 TO 120

DO IlI 1=11,23
O 111 J-9,18

III FLO(I, J).--0.
DO 112 1=11,22
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I.

112 FLi(,B)=6.S

* C PAIN FUSELAGE
129 IF (K.LT. 12.OR.K.GT. 15) 60 T0 126

DO 121 1=19,19
DO 121 J--5,12

121 FLD(IIJ)=I.S
c
C FORWARD FUSELAGE
C

DO 122 1-6,9
DO 122 =8,18

122 FLD(II J)=4. 1
DO 123 1=8,9
DO 123 J=11-12

123 FLD(I, J) --@. I
FLO7, II)=@.@

C REAR FUSELAE
DO 124 1=20,22

124 FLD(I,6)=@."
DO 125 1=26,23
DO 125 J=7,1 2

125 FLD(I, J)=9.S ,.,

126 IF IK.NE.12.OR.K.NE. 15) 60 TO 13•
DO 127 1=19,28
DO 127 J=3,4

127 FLD 1,J)=@.@
FLO (20, 5) 4.6

136 IF (K.LT.I3.0R.K.GT.l4) 60 TO 135
FLD(24,9)=@.@
FLD(24,19)=9."

C NOSE AND COCKPIT
DO 131 1=4,5
DO 131 1=8,9

131 FLD(I, J)=9.0.
FLD (5,I1) =.
FLD(6,lI)=9.6"

FLD(7, 12=@."
DO 132 1=8,11
DO 132 J=13,14

132 FLD(I,Jl=@.@

FID(I3, 13)--.-
FLD(9,151)=.9

C
C RIGHT VERTICAL STAiBALIZER
C
135 IF (.NE.13) 60 TO 140

DO 136 1=19,23
DO 136 J=13,14

136 FLDI,J)-..
FLDII7,13)=6.6
FLD(16, 13)=6.,
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143 IF (K.NE.14) 00 TO 16
DO 141 1=18,23
DO 141 J=13,14

141 FLO(I, J)--9.1
FLD(17123)=.,
DO 142 1=28,23
DO 142 J=15,19

142 FLD(IIJ)-4. 1
FL(2@,5)=,--
FLD128,16)=@.6
DO 143 1=22,23
DO 143 J=20,22

143 FLD(I, J)--f. I
FLD(24,21)=@. .
FLD(24,22)-O. S
DO 144 1=23,24
DO 144 J.23,24

144 FLD(I,J)-.0
16 IF (KNE. 16) 0 TO 173

DO 161 1=11,22
DO 161 3=8,10

161 FL(I, 3) -9. 1
FLD(3,)=@."
FLD (23, l)=@.

173 IF (KNE. 17) 0 TO 186
C WING

DO 171 1=13,19
DO 171 -9,18

171 FLD(IJ)-O.

C RIGHT HORIZONTAL STAB.I1ER
C

DO 172 1=21,24
172 FLD(I,9)=U.O
188 IF (KNE.1B) 0 TO 196

DO 181 1=14,19
DO 181 3=9,19

181 FLDIIJ)=@.@
DO 182 1=22,24

182 FLD(1,9)=@.@
196 IF IK.LT.19.0R.K.6T.29) 60 TO 211

DO 191 1=15,19
IO 191 1=9,16

191 FLD(IJ)=@.$
FLD(23,9)h=.@
FLD (24,9) :. I

213 IF (K.LT.21.ORK.GT.22) G0 TO 238
DO 21 1=16,19

211 FLO(I,9)=4. 1
238 IF (K.E.231 60 TO 249

DO 231 1=17,19
231 FL(D1, 9)-.I1
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240 IF MKNE.24) 60 TO 1866
FLD(t8,9)=8.8
FID C19, 9) :6.

C STORE EX FIELDS MIC IN TO MASS STORAGE
16M CALL IRIThS(2,FLD(Il),768,K,l)
C ZERO EY

DO 2666 K=3124
1-1(427
CALL READNS (2,FLD(,I),768,L)
IF IK.LT.7.OR.K.GT. 26) 60 TO Mei
DO 1081 1=14,19

IF (K.E.9) GO TO 11W0
FLOW2, 1.6

1106 IF (K.E. 16) 60 TO 112
FLD (12, IWO.6I
FLD(13,18)-6i.0

111@ IF (KNE.11) 6010O 1120
DO li11 I10,22
DO 111t J-919

l111 FLD(I, J)=. I
FLD(23, IWO. 6

c VAN FUSELAGE
1120 IF (K.LT. .R.KGT. 15) 60 TO 113-

DO 1121 19,19
IO 1121 JN6,12

1121 FLD(I,J) 7.6- -.

C FWD FUSEU-6E
DO 1122 1=5,8
DO 1122 J-1,19

1122 FL (II,7J) =. I ,
DO 1123 1-7,8
Do 1123 [=:t,12

1123 FLD(I,J)- ,"
FLD(6,!l) .-

c REAR FUSELAGE
DO 1124 I 1,22
DO I =1 7,12

1124 FLD(l,J)=f.I
DO 1125 J-8,12

1125 FLD23,J)=@..
1130 IF (K.LT. 13.OR.K.6T. 14) 6010O 1126

FLD(24,1)4.6
1126 IF (K.NE.2.OR.K.NE.15) 60 TO 1131

DO 2127 1=18,29
DO 1127 J=415

1127 FLD (,)J .-
FID (20,6)4-.6

1231 IF (K.LT.3.OR.LT. 14) 6010 1135
FID 13, 9) 4.1
FLDO (4, 9)1.
FLD(41).-
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FLD(5,11)=$."
. FLD(6, 122---.9

DO 1132 1=7113
1132 FLD(I, 13)= .

DO 1133 1=7,11
1133 FLD(1,142-4.,

FLD(8,15)4-.U
FLD(91151=9.9

1135 IF (KE.131 60 TO 1140
DO 1136 I=16923

1136 FLD(1,13)4.@
DO 1137 I=18,23

1137 FLD(I,14)4.9
1141 IF (K.NE.14) 60 TO 1160

DO 1141 1=22,23
DO 1141 J=13,24

1141 FLD(IJ)zl.l
DO 1142 J=21,24

1142 FLD(24,J)=I.o
DO 1143 J=20,22

1143 FLD(21,J)=@.@
DO 1144 J=17919
DO 1144 1-20,21

1144 FLD(IJ)=.O.
DO 1145 1=19,21
DO 1145 J=15116

1145 FLDI, J)=. 1
! DO 1146 1=17,21

1146 FLD(I,14)=.-
DO 1147 1=16,21

1147 FLD(1,13)=-..
1169 IF (K.NE.16) 60 10 1179

DO 1161 1=10,22
DO 1161 J--9,19

1161 FLD(I, J)-.- "'
FLD(23, 19)=9.9

C WING
1179 IF (KNE.17) 60 TO 1188

DO 1171 1=12,19
1171 FLD(I,9I)=@.
1180 IF IK.NE. 18) 60 TO 1199

DO 1181 1=13,19
1181 FLD(I,189k.9
1199 IF (K.LT. 19.R.K.GT.20) 60 TO 2 09

DO 1191 1=14,19
1191 FLD(I ,1)=@.-
C STORE EY BACK TO MASS STORAGE
20M tLL RITS(2,FLDIIf,1)768,LI1)
C El ZERIED

DO 39 K=3,24
L=K"54

CILL READMS(2,FLDIIl),768,L)
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C MING TIP
IF (K.NE.4) GO TO 2050
DO 2841 1=17,19

2041 FLD(I,9)=@.O
M IF (K.NE.5) 60 TO 206

Do251 I1-16,19
2951 FLD(I9)=9. I.
C RE
296 IF (K.LT.6.OR. K.6T.7) GO TO 2080

DO 2961 1=15,19
2061 FLDI 19) =0. 0
C WING
2986 IF (K.NE.8) GO TO 2090

DO 2081 3--9, 19
DO 2081 1=14,19

2981 FLDIJ)4.0
C
C RIGIfT IID STMLIZER
C

DO 2982 1-22,24
2082 FLD(I,9)=. 1
2998 IF (K.NE.9) 60 TO 2100

DO 2991 1=14,19
DO 2091 3--9,18

2091 FLDII,J)-l.@
DO 202 1=22,24

2992 FLD(I,9)=.l
b 219 IF (K.NE. 10) 60 TO 2110

0O 2101 1=13, 19
DO 2101 J--9,1

2161 FLDIIJ)=I.S
DO 2102 1=21,24

212 FLD(I, 9)=1. I
2110 IF (K.N.i) 60 TO 2120

DO 2111 1=12,24
211 FLD(I,9)=. 1

DO 2112 1=12,19
212 FLD(I,1)=.6
212 IF (K.NE. 12) 60 TO 2136

DO 2121 1=10,22
DO 2121 1=8,1

2121 FLDIIJ)=S.S
FLD (23,9) =.0
FLD123, 1)--.9

2138 IF (K.LT. 13.0R.K6T. 15) GO TO 2140
DO 2131 1=9,19
DO 2131 J=5,12

2131 FLD(I,J)-.9
DO 2132 1=5,8
DO 2132 J=8,10

2132 LD 11, 3) =1.I
DO 2133 1=7,6
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v r-1

DO 2133 J=ll,12
2133 FDlI,J)4.•

FLD(6,11)-1.,
DO 2134 1=20,22
DO 2134 J6, 12

2134 FLD(I,J)zg.l
DO 2135 J=7,12

2135 FLD(23,J)--.6
2146 IF (KE.4) 6O TO 2166

FLD (24, 9)4.1
FLD(24,16}=).6
DO 2141 1=3,4
DO 2141 J=8,9

2141 FLD(I,J)-.6
FD(4, 1)4@.6
FLD(5, 11)=@.@
FLD(6,12)=.6
DO 2142 1=7,11
DO 2142 J=13,14

2142 FLD(I,J)=S.l
FLD(12,13)=4.6
FLD(13,13)=I.@
FLD(8,15)--g.0
FLD19, 15)=4.6
DO 2143 1=16,23

2143 FLD(1, 13)=6.0
DO 2144 1=18,23

2144 FLD(I,14)=@.@
2166 IF (K.NE. 16 TO "02176

DO 2161 1=18,22
DO 2161 J=8,18

2161 FLD(I,J)=@.-
FtD (23, 9) =@. 0
FLD (23,10 )=6.

2176 IF (K.IE. 17) 60 TO 2186
DO 2171 1=12,24

2171 FLD(I,9)=l.I-
DO 2172 I=12,19

2172 FLD(I,16) 0."
2186 IF (KNE.18) 60 TO 2190

DO 2181 1=13,19

DO 2181 J ,80
2181 FRD(I,J)=@.@

DO 2182 1=21,24
2182 FLD(1,9)=@.I
2198 IF (K.LT.19.OR.K.GT.20) GO TO 2216

DO 2191 1=14,19
DO2 191 J--9,18

2191 FD(I,J) =0. I
DO 2192 1-22,24

2192 FLD(I,9)=@.,
2216 IF (K.LT.21.OR.K.6T.22) 60 TO 2230
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DO 2211 1=15,19
2211 FLDI9kIl
2230 IF(K.NE.23) 60 TO 2240

DO 2231 I=16,19
2231 FLD(I, 9)=I.@
2249 IF IK.NE.24) 60 TO 3008

DO 2241 1=17,19
2241 FL (I9)=L I
C
C STORE EZ BAD( TO MA~SS STORAGE

3M CALL WRITHS 12,FLD(1,l),768,L,I)
RETURN
END
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Appendix B

Rymes' Code with Radiation Boundary Conditions

This appendix contains a complete listing of the

modified Rymes' code with the radiation boundary conditions

implemented. The compile time is 3.722 CPU seconds. The

run time for the first 100 nanoseconds was 4342 CPU seconds.

The F-16 is modeled in subroutine AIRPLN, as it is in the

previous appendix. The major changes include expansion of

the memory required and a complete rewrite of subroutine

SIGSET, now renamed RADBC. The code listing is complete as

implemented, and runs on a CDC Cyber 845. Improvements are

included which correct minor errors in code mechanics, and

also an improved source is implemented. The code compiles

on the Cyber 845 using FTN5, and runs with no problem when

suppressing ANSI errors. Continued runs require the changes

annotated in the code in addition to saving 'TAPE1' from the

previous run.
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PRORA RDC (OWTFI,TAPE&-QUTF16, TAPE 1)

C THE MODIFIED RYMES 3-Dl CODE F16

C TO INCLUDE RADIATION BOUNDARY CONDITIONS DEVELOPED
C DEVELOPED BY NCREWJTHER AND INCORPORATED INTO THIS
C CODE BY W ILL IFORD AND HEBERT
C#I#H.*
C

CUM /SETII NA,EPSTSIGO,C,NM,DELT
COMMION ISET2/ ICAN,1CM), ICPI,JCAN,JNJCPI,CANKCPIIICPI
COMMO /SET3I DELX,DELYDELZ
COP"O /TIME/ TEN, T11
COMMION /ARRAYS/ Al (27,27),BI l3S)IA227,27),D2(39),A3(27,27)I

43(39),A(27,27),BA(39),A5(27,27),D5(39),A6(27,27),B6(39I,
*A7 (21, 21)97( 39), AB(21, 27) , 8 (39), A9(27, 27) , 9(39)I
+A19(27,27),BlS(33),AII (27,21),Dhl (39),A12(27,27),912(39)I

4A13(27, 27), 913(39) , RH(27, 27), Dl4(33) ,AIS(27, 27) , 95 139),
.A16(27,27),B16(39),A17(27,27),Bh7(39),AIB(27,27),DIB(39)'
4AlS(27, 27), 919(39),AU (27, 21),8(39)

C
DIMENSION INDEX(352)
CALL OPEllS(l,INOEX,352,B)

Cmu n
C
C READ INPUT DATA
C wC.

CALL SETUP
C
C ZERO THE FIELDS INITIALLY.
C PROGRAM USES A MASTER STORAGE FILE TO STORE FIELDS AND CONDUCTIVITY
C OF EACH LTTICE POINT. INDEX K GOES FROM I TO 27.
C EX K
C EY K+27
C EZ K.54(27*2)
C HX K+81 (27#3)
C HY K+108(27#4)
C HZ K4135(2795)
C S16 K+162(27#61

C H T12 K+189(27#7)
C HYTM2 K+216(27#8)
C HZTI2 K+243(27#9)
C Cl K+278(27#18)
C C~2 K+297(27.tl) -

C C3 K+324(2712)

Ci;,.u.ffI).ELTE FROM HERE TO STOP DELETE######*#
C TO REHM TIE ZEROING OF TAPEI
C FOR CONTINUED RUNJS BEYOND TIE
C INITIAL TP AI STOPING TIME7
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CISMINlf6eduVlhWfB.I*IuI4IIeIffe#*notu73#I,

DO 111 121,27
DO 168 J=1127

DO 28 K=1351

2M8 CALL IJRITS(IAI(II),7EJ,KI)

C#Ifi.#.;nn#STUP DELETE HERE SO TO TMt= u.un

C PRESET THE CDCTIVITY ARRAY
C

CALL RADBC
C
C -TIME STEP LOOP
C

DO 168 N-1I,NMAX
CALL APERT

C
C COMPIE TIME CONSTANTS

C###u#H####FOR CONTINUED RUNiS BEYOND TNAX.,nu##n,
C ADD TIE STOPPING TIME FROM PREVIOUS
C RMSTO THN AND TENPUS 1/2 OF DELTA T

C EXAMPL.E

C AFTER FIRST RUN4

C THDELT(FfLOAT(N)-.)+t.6O83E-7
C TENDfLT#(RLOAT(N)-. 5)dl.983E-7

TtiWDELTI FLOAT(I-I. 6)
TENWDELTO (FLOAT (N) -.5)

C
C ADVANCE TIE H-FIELDS BY i-PLMES

CALL FIADY

C ADMfCE TIE E-FIELDS DY l-PLMES

CALL EADV
168 CONTINUE

C END OF TIME LOOP

CALL I1OSNMr.
STOP
END
SUBROUTINE SETUP
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C OE USES A UNIFORM GRID. i
COMMON ISETII IHAX,EPSTISIGO,CIIDELT
COMMON /SET2/ ICAII 1(1,ICPIJCANJcMIJCIKCANKCMIKCPI
COMMON /SET3/DELXIDEiIDELl

C

C INPUT DATA PROVIDED BY USER.

C E IO-. TO STOP ABSORPTION BC

DAA ,ESOEPSA,XIJO, 5160/3.DES, S. B5'2E-12, 1.6,1. 2566E-6, 6.9/

DATA ICPI,JCPI, KCPI/27, 27, 27/
DATA DELX,DELY,DELZ.69, .22, .45/
DATA TIWI/I.E-7I

ICN=IC$I-l

ICAN--JCP1-I
JC14I=JCAN-1
KCAWKCPI-I
KCN1KCAN-1

C VERIFY THAIT ICPI,JCPI,KCPl ARE ODD.
C

IF (ICAN. EQ. 2;iICAN/2). AND. JCAN. EQ. 2;(JCMl/2) .AND.
+KCAN.E.2#lKCANI2))GO TO I

PRINT #,l THE NMBER OF GRID POINTS MUST BE ODD
STOP

1 CONTINUE
C
C DELT IS THE TIME INCREMENT (IT SATISFIES COURANT CONDITION).
C WA1X IS TIE TOTAL NUMBER OF TIME INCREMENTS FIELDS WUOLD BE ADVANCED.
C

DELT-fMIN1 (DELIDELY, DELl) 1(2. 'C)
NMAX=TMAX/DELT
EPST=EPSOvEPSR/DELT
TMUO=DELT/XlIJO
RETURN
END
SUBROUTINE RAlDDC

1C
C SIS(!,J) AT Kt=K;I62 IS TWl CONUCTIVITY AT THlE POINT (X(I),YWJ,l(K)).
C X(IW~I-.5)'DELX, Y(J)=(J-.5)oDELY, l(K)=(K-.5)'DELZ
C

REAL RN(27, 27),fiNPf27, 27), HETR, RCON
CtOMO /ARRAYS/ S16127,21,91139)
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+A13127927),813(39),AI4(27,27)1814(3),CI (27,27),BI5(39)l

*AI127,27), 919),A29127,271,92$(39)
COMMON /SET3/ DELI,DELYiDELZ

C
C

COMMOJN /SETI/ W(AX,EPST, SIGO,C,TPIJ,DELT
COMMON ISET2I ICAN, ICNl, CPI, JCAN, JCNIJCPIKCANKCMI,KCPI

C
C
C PRESET THE CONDIJCTIITY HERE IF NEEDJED

C
C CALULATE GEOMETRIC CONSTANTS FOR RADOC
C
C FINDIJN6 CENTER OF SHIFTED COORDINATE SYSTEM

IXS2ICAN/2+1
IYI--JCAN/2+ I
I ZI*CAd/2+1

C
DO50KI,KCAN

KII-i(4270
K12=K+297
K13=0324

C
CALL READMS (I,CI(II),768,KII)
CALL READMS (1,CW1,li768,K12)
CALL REAINIC fI,C3(1,I),68,K13)
IF (K.EO.2.OR.K.E.KC1N) THEN

C
C FACE

KNWIABS(K-IZO)
KNPN(N#I -

DO 60 I:I,ICAN
DO 71 J=lJCAN

C

JN=IABS(J-IYB)
C

RN( IJ)=SORT( (FLOAT (IN) ODEUX)142. 9(FLOAT (JN) IDELY) 0.2.0
Si (FLOAT (KN) 4DELZ)#"2.0)
RNP2(I, J):5QRT ((FLOAT (IN) ODELX) "2. 0+(FLORT (iN) 'DELY) "2.6

Si FLOAT(KNPi DELZ)".0)
TIETAIlFIXIRNP(I,J)-RN(I,J))/(DELZ)40.5))-

6(fRNP(IJ)-RNfIJ) )I(DELZI I
C

C
Cl (I,J)=RtOMITTETA(flETt-I.8))

C3(1, J)zRCONOTHETA(THfTAI.l)
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79 COtNTINUE
68 CONTINUE
C

ELSE
C SIDES OF K-R.RtES

IWIABS (K-I ii)
c

JCN2=-JCIN-2
C SIDES OF 1=2 1 MAN~

DO 80 I2C,IC1C42 K
DO 90 J=tJCAN

C IN-IABSII-IXO)

J-IABSIJ-IYB)
C

RNIIJ)=SORT(IFLIJAT(IN)#DEUX)##2.S+(FLOAT(JN)IDELY),12.0
S. (FOAT (N)DELfl w2.0)
RNP(IJ)kSRT((FLJAT(INP)#DEaX)o;2.+(FLOATIJN)4DELY3*z2.0

S. (FLOAT (N) DELZM ". g

C * EIRN(IJI-(RNI,J)(DEXI *1/DLX4.5
TIETA(IFIK( RN(I,J)RN(J))/DL).5-

C
* . CI(1,JI=RION;(THETA(ITIETA-1.9))

C3(I,J)RCON*(THETAB(TIETA+1.I))
C
98 CONTINUE
88 CONfTINUE
C SIDES ATJ=2 I AN

DO 188 .1:2, JCNI~JCI'2
DO III 1=111CAII

C
IN=IABS(I-IXI)
JN-IABS(J-IYS)
JNP-JN4I

C
RNII,)-ORT( (FLOAT(IN)'DELX)u'2.8tIFLOATIJN)#DELY)"#2.S
W.FLOAr(KNMIELzIII2.81
RNPI~ISQ)RTII(OATIN)DEL)#'2.0.(FLOAT(JNP)DELY)s'2.0

P. (FLOA(IN) DELlI"W. 9)
C

S((RNPfI,J)-RN(I,J))/(DELY))

- . RCOM-RN(IJ)/(2.@*RN~P(I,J))

- . Cj(I1J)-RCOlI(TIETA*(TIETA-1.9))
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7 77 -777

C L
END IF

c
CALL WRIMS (I,CI(1i),768,K11,1)
CALL WIMTS (1,C211,I),768,KI2,I)
CALL WRITNS (1,C3(I,1),768,KI3,1)

C
56 CONTINE

RETURN
END
SUBDROUTINE EADV

C
C THIS SUBROUJTINE ADVANCES THE E-FIELDS TWO I-PLANES AT A TIME.
C RECORDS OF H-FIELDS FOR TWO SUCCSIVE i-PL#IES lUST BE KEPT IN
C ORDER TO TAKE DERIVATIVES IN THE i-DIRECTION.
C RECORDS OF 916 FOR TWO SUCCESIVE l-PLANES MUST BE KEPT IN ORDER TO TAKE
C AVERAGES IN THE i-DIRECTION.
c

COIIION /SETI/NIAIEPST,S6O,CTIJO,DELT
* ~CLJII /ST2 I CAN, ICI1 JCI, .IuuJCPIKC$HKCNI, KCPI

COII /SET3I DELXIDELYDELZ
CIONM /TIME/ TENITIH
CORO01 /ARRAYS/ EX(27,27),91 (39),EY(27,27),92(39),EZ(27,27),

4B3(39),HXA(a7,27),B0 (39),NXB(27, 27) ,B5(39),IIYA(27,27),9B6(39),

*516A127,27),91U(39),S16D(27,27),B11(39)
C
C ADACE E41IELDS BY i-MMAS
C READ IN FIRST H-PLANES
C

CALL READt(IHMA1,1),768,821
dilL REAMS(I IHYAII 11, 1768, 169)

C
C DO FOR ALL i-RINES

DO IM6 KL(NP-1KC$I4,2
Xf(LOOP
KPI=(4l
K2=*+27
K3404

K5=0.119
Kf*135
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K71(4162
* .. C

C READ IN SECON H-PIMES MaD 0LD E41IELDS
C

CALL REAMN11, EIt,1) 1768, K)
CALL REAM I(IEY I ),768, K2)
CALL READS ( E(1) 768, K31
CALL REAM (1I, HB(I 1) ,768,KM
CALL READS II fYB I 1) 7689,KS)
CALL READS ( I IlA 11)768, KU
CALL READI (, S16A H 1) ,768, K7)

C
DO 2W J=IJCAN
Jp2=J41
DO 209 1=2, IC$UN

C
C SJG(IX,Yl)=.5.fS16(I-DELXIY,Z)451G(XY,l))
C SIg6U,IYS,2)=.5t(SIS(IY-DELY,l).616(X,YZ))
C S16(N,Y,IlS)*.5'(S16(X,Y,l-DELZ)4S16(X,Y,Z)2
C

S162=-.25. (SI6A(1, J)4616A(1-1,J)) '

A=EPST-SIS2
9=1. /(EPST+SI82)
EX(I,J)=(A#EX(I,J)4IHlR(IJPI)-HlAhIJ))/DELY-
+IHYD(1,J)-fIA(I,J))/DELZ)#D

MW COTINUE
DO 3H I-=l,!A
1111=l41
DO 300 J=2,3CAV4
162=-. 254 (SI6AU, J-I)+616A(1,J))

A=EPST-SI62
9=2. I(EPST+S162)
EYI,J)1(AiEY(1,J)+(HXBII,J)-HIIIJJ))/ELZ-

*(HZAIIPI,J)-HIA(IlJ)/DELXIIB
310 C I UE
C
C WRITE NEW EXjEY PIAES TO MASS STORAGE
C

CALL WRITSI,EX(l,Dl,768,K, I
CALL WRITS(,EY(2,t),768,K2,I)
IF IK.E.O. 0 TO58
DO 499 Is1,ICAN
lIIG
DO 409 J=1,JC$N
JpI=J+1
S162.25s(S!6A11J)'S169(IJ))-
A=EPST-SIG2
9=2./I(EPST.5162)
EZ(l,J1=(P'EZ(J,J+HYAEIPIJ)-HYA(lJ? )/DELX-
*IHXAII,JPI)-4XA(IjJ)IDELY)vR

M U I NUI~E
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C WRITE N~EW EZ RMl TO RMS STORAG

CALL URIUE~fl,EZ(I, 11,76kK13,1)
C
C M~~PE POINTS OF INTERESY10O K PiLES)

III FORMA~T 114,2(lX,IPIEII.4))

C

K=KPI
KPI=K*1

K1(*4+1

1(5=1(5.1
1(6=1(6+1

C
C READ IN SEC[ND OLD E-PRilS AND NEXT li-PLUES OVER A FRM
C

CALL REAVS 1, EX (t 1)768, K)
CALL REDS (,EY (,1,768, K2
CALL READMS(I,E(Il176BI(3)
CALL IEADI'S(IHXAhI9l)9768,K4)
CALL REAMIISIHYA(,l),76S,K5)
CALL READ51,HlIh,t),768,K6)
CALL READNSIt,9169(1,l),768,K7)
DO 6H J=11CAlN
Jp1=J+1
DO 6H 1-21 ICAN

A4PST-5162

EX(I,J)=IA'EXII,J)+(HZD(1,JPI)-I9(IJ))IIELY -
+(HYA(1,J)-WBY(19J))/DELZ)#B

6N CONTINAE
DO 7H 1-191CAN~
IPIUI+I
DO 7N J=21 JC51

RAPST-I-923
B=1.1 (EPST+CIG2)
EYII,J)=(A'EY(1,J)+IHXAIIJ)-I4I9(IJ))/DELZ-

S *(~+HZBIIPIIJ)-HfI9I,J))/DELX)iB-'
7N CORT1IA

DO 880 ImIICAlI

DO 101 J- I ,JCMV

SI62-. 25. 191691 1,J)#516A(1.J
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R=EPST-SIG2
BD-i./IEPST#SIS2)
EZ(1,J)=(A'EZII,J)+(HYB(IPI,J)-HYDI,J))/JEI.I

*(HXB(IIJPI)-41X9IJ))/DELY~ig
ON COTINUE

C
C WRITE NEWl EI,EY,EZ RMES T0 MASS STOWAE
C

CALL WRITMS(I,EX(I, l),768,K, 1)
CLL. WRITMS(1,EY(I, I),'68KI( )
CALL WRIMS(,EZ(I,I),768,K3,1)

C
C SAMPLE POINTS OF INTEREST (EVEN K PLMtS)
C

IF (KEU.19) WRITE (6,111) "l,TEN,EY(17,11) '

IF IK.E.18) WRITE (6,1121 WI1OTEN,EYl117,11)

IF IK.E.14) THEN
WRITE (6,111) MR9%1EN,EI(I5,131

ELSE

END IF
ieeC au
IMC ON
C ZEOTEEETIFILWIINTEETLOPW TSOAICAT
C ZR H LCRCFEDWTI H EA OPNNSO ICAT

dE IRL
CA IRPL
ED
ENDR TtEHD
SURUIECD

C ThsSROTFADAE5TEHFED TOi-LtSAATl.

C RECORDS OF E-FIELDS FOR TWO S(JCCESIVE PLANES MUS BE KEPT IN ORDER TO TAKE
UC DERIVATIVES IN THE Z-DIRECTION.

C ALSO MOST MODIFICATIONS FOR THE RAD)IATION
C BUIARY CONDITIONS WERE PLACED HERE

C
CIMJ ISETI/ NMnX,EPSTSIGO,C,TIII,DELT
C~OMMON ISET2I IC$V4, WNI, IEP1,JCJ14,JCM1IJCPIKCAtN,KCMI,KCPI
COMMION ISET3/ DELIDELYDELZ
COMION /TIME/ TEN,ThN
COION /ARRAYS/ EIA(27,27),9l (3'),EX(27,27),52(39,I

*EYA(27, 27), 93(39), EYB 21, 27), D4(39) ,EZA (21, 27), 95(39),
*EZB(212I),96139),HI (27, 27), 97139),HY 121, 27),DS(39)I
+HZ127927)I9139),

*AIS(2727),91(39),AII(27,279113,HXT2(27,27TI9139)I
4HYTP2(27,27),913(39),HZT12(27,27),91A(39),C (27,27),915(39),
*tC2(27,27),9t6(39),C3(27,27),Dh7(39),HXKM1 (27,27),B1S(39),
.IfNM1E27,27,D939,HZKMI 27,27,D239)
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EAU. HITNI (27,273 ,HYIMI (27, 27)tHZTNI (27,273
C

C DOi FOR ALL Z-ftMlS
NI=l

W"3~

NNI7=7

DO 9N lKLOON,1IKCI,2
K=KLOOP
KMIkK-1
K2=I(#27
K3=K+54
K4-I(+81
K51(K+188
K+135

CI###fff
KIS94+243
K(1 =K.270
K12=K+297
K13=K+324

* CALL REAMS1 (I,HZTM2(1,1),78,1(i0

CALL REAMSE 1I,021,11,768,K12)
CAII REAMSE (1,031,ll,768K13)

CALL REAMf (1,EXBIl, 13,768,1(3
CALL README(1,EYBII1,768,K2)
CALL REAMJS 11, HZ(I 11) 768, KS
IF (K.EO.1)GJ TO 350

x 84(189
K940.216
CALL READt(lHXTK2(,l3,768,KB) 7
CALL READMS (I,HYIIQ(I,1)1768,Kgl

Ciein#*#
CALL READMS(I,ElB(l,I3,768,X33
CALL READMS(l,HX(t,t),768,K4)
CALL RERDMS(1,34Y(Il3,7fi8,K5)
DO 2Ni J=2, JEAN
DO 200 I=1,ICflN

CIIII IJ=XIJ

HX(I,JI=HX(lJ),1TK3'((EYB(IJ)-EYAlI,J))/DEU -

+(ElB(I,J)-EZB(IIJ-1))/DELY)
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208 CONr I NE
DO 300 1=1,1011

D306 J=1,JCAN

*(EXB(IPI,JI-EXA(IPI,J) 1/DELI

C
C APPROXIMATES H FIELDS IN PLANE PERPENDICULAR TO WIRE
C BY HI-/2#PI.R.
C SOURCE FIJNCTION,ODD K REFERENCE PLAtlES, HY
C CURRENT PULSE MUVIN6 IN X DIRECTION ATIACIES TO THE NOSE OF TI1E AIRPLANE
C AT (X,Y,Z)-13,9,!5), EXITS BY THE TAIL AT (1,Y,Z)=(25, S, 15).
E AT TIME 146.6 PULSE 1S LOCATED AT 1013).
C

IF(K.NE.15)6O TO I
DO 10 1=2,3,1
TRULSE=THN-.69' (FLOAT (11-3. 1/C
IF(TPULSE.LE.9.0)60 TO 1S

C
X=EXP (-3. SE04'TPRLSE)-EXPI-2.625E7iTP1CE)

C
lfYS--7. 7E31

NY 1, 9) -HYS

DO 30 1=25,26,1
TPUISE=TlIN-. 691 (FLOAT (1) -3.0) /C

IFITPULSE.LE.1.6)GO TO 36
I:EXP (-3. 5E4uTPULSEl -EXP (-2. 625E1BTPULSE)
HYS=7. 17E3#X

HY(1, 16):-HYS
30 CONTINUE
I CONTINUE

C SIDES MIEN 1=1 11ICPI

DO 310 12, ICA~, ICM2
DO 320 J=t,JCAN

IF (I.E0.2)TEN

ELSE
IB=ICANI

END IF

IF (3.6E.2) THEN

H1Th2(,J)-41l1M1,J)#TM1,)21J)ITIIJC3,JHZ,)

ELSE
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END IF
320 CONT I UE
316 CONTINUE
C SIDES ME[N J=1 I JCPl

JCMi2-3CAN-2
DO 330 3=2,XJCN, JCJ'2
DO 348 !=!,IC14

IF MJE0.2) THEN
JB=l

ELSE

END IF

HXTM2(I,3)=HXTMI (1,3)
IF (I.6E. 2) TIEN

HZTIJ)=Hl(,3)T21J)21,)HTi13C(1JHllj

ELSE
END IF

348 CONTIIJE
338 COKINU&E

HZ(1,1)411(2,l)
HZ( 1,27) =IZ (2, 27)
HZ(27, 11=11(27,2)
Hi (27, '7)=11(27,26)

C
C VRIIE E4HVY PUK*S IQ M W ST 1RAGE
C

CALL. IRITMSlI,HX(t,I),768,K4,1)
CALL WRITM~ll,HYit,I1,768,K5,I)

CALL WRITMEfI,HZUI,1,768H6,1)
CALL WRITMS(I,HXTM2(1,1),768,x8,l)
CALL WRITMS(1,HYTM2(t,I,768,K%I)

IPI+I
DO 488 J=lJCMI
JPIMJ+l

HZTNI(IPI,JPI)-1l(IPI,JPI)

+(EYB(IPI, JPI)-EYBhIJPI))/DELI)
M8 CDNTI1NJE

C SIDES 1:1 I 1CMl
ICH2=IClN-2

ki D 618 1=2, 1CA4, ICM2*
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DO 629 J-2,JCAN
IF (I.EO.2) THEN

ID--I
ELSE

IB-IC$Ifl
END IF

HZ (IB, J)!C1 (1,3) HZT2( , 3)4C2(1, 3) HZTNI (1,J) C3( 1,3) 9HZ(1,3)
HZTI'2(I,)ZTM1 (1,3)

619 Ct4T I NUE
JCM24CAN-2

C SIDES J~1 I JCPl
DO 630 J-2,JCIA4,JCl2
DO 648 1=2,ICAN

IF (J.EO.2) THEN
JB~1

FLSE

EN IF 41 2 7

b HZl2lIkH(2,)

H ( 1 , 7)=1Z(, 7

C WRTNPEWH POINT O NASTORKAGES
C

IFALL O3 WRIT(,6,K6) ,TINH(2,l
IAL WRE.)ITM ITE(61, I) 17,T1,HX1, I

C
C SMPL OIRNTSO I,(XIEESIIAK)LAES
C

IK EA1)WRT(,11 eTH(10
IF K13 RT(11)R3MZ21)
IK Q.23)WIE6,1)tMXI~

C 31.
III FORAT 1,.IIPEI.)
C 5~.

X6=6I
CHI=K-I

K8=IK+18~3
K94216
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K - =K -- ----

C(S.ALL 3AMQHT2ID7i,8
CAL RAD14I4.2l76168K9

CALL READMS(l,HYJM2(l,t),768,Kl
CALL READMS(1,HZTM2II1768,K1 3
CALL READMSf1,C2I,1),76B,K11)
CALL RERDMS(IIC3(l,l)1768,KI3)

C FACE

IF (K.Eg.2.OR.K.E.KCAN) THEN
V IF (K.Ea.2) THEN

KNI14(+86

KNIY-4+I1

CALL READMS fI,HXKMl(I,13,76B,KMIX)
CALL READMI (I,HYKMl(I,t3,768,KMlY)
CALL REAUNS 1IHZI(IDt,768KNIZ)

ELSE
KMIX14*82
xxI Y4(+ 199
I(IZ4.I36

CALL READMS (I,HXKNlI1),768,Kl41Xl
CALL READMB tI,HY1U4(,I,768,KNIY)
CALL READMS (IHIII1768KPIDZ

END IF
ELSE
END IF

C
C BEADIN NEX RESOF E AM H
C

CALL READ(1EA(,1I,768,K)
CALL READMSlI,EYA(l,1),768,K2)
CALL READtIS(,EZAII,I),768,K3)
CALL REA:M (1, HX(I 1) 1768, K4)
CALL READSIj(tHYII3768IK5)
CALL REAIJNS(I,HZ(ItIJ,768,K6)
DOi 68 JzI,JC~i

DO 686 1=1IICAN

HXTI(II(,JPI)lj)

HX(J,JPI)4IX1JJPI)sPIJ*((EYAnIIJP)-EYu(IJPI))/IDELZ

+(EZA(IJPI)-EZA(UJ I/ELYl

IPI=I.1
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NYTI (IPI J).H(IPI J)

G(EXA(IPI,J)-EXDIIPI,J) )IDELZ)
7H CONTINUIE
C
C SOURCE FUNCTION, EVEN K REFERENCE PIJMS, wf

IF (K.N.1A)6O TO 2
DO029 1=213,1
TRA-SE:ThN. 69# (FLOAT (1) -3.) /C
IF (TPULSE.LE.S.)GO TO 20

X=EXP(-3. 5EAiTPULSE)-EXP (-2. 62SE7#PLSE)
HYS--7. 7E3'X

I{Y(1,9)+HYS
28 CONTINUE

DO 4S 1=25,2611
TPULSE:TllN-. 69' (FLOAT II) -3.) IC
IF ITPLIJSE.LE.S.09m TO 45

X-EXP(-3. 5EAITRLSE)-EXP (-2. 625E7TPLSE)
HYS--7. 97E3#X

HY(1, 19)=HYS
49 CONTINUE
2 CONTINUE

DO 801 1lICKI
IPI=I+i
DO 809 J=IJIM1

* . HlThI(IPIIJPI)=HZ(IPIJPI)

* Hl(IPt,JPI)4Z(IPlJPI).TNIJO.EXA P,JPI-EXAIP1J)/IEY-
*IEYA(IPI,JPI)-EYA(IJPI))/DELX)

809 C~ONTINUJE
C
C
C SOURCE FUNCTION, EVEN K RIEFERENCE P-LANE, HI

IF(K.NE.14)0O TO 4
DO 68 1=23,1
TPULSE=TM#-.69'(FLOAT(I)-3. )IC
IFITPULSE.LE.0.0)6O TO 65

X: (EXP(-3. 5E4#TPULSE)-EXPl-2.k'2SE7ITPLSEJ I
HZS=1. 447E4#X

HZ(Ilg)=-HZB
HZ(I, I)=HZS

60 CONT I UE
DOSS0 1=25,26,1
7PtL8E=TN.691 IFLOATWI-3. I/C
IFITPULSE.LE.9.8)6O TO 86

X= (EXP (-3. 5E4'IRLSEI -EXP (-2. 625E1TRLLSE))
HZS=1. 447E4#I

HZ(I t)-HZS
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go CONTINUE
4 CONTINUE

C FACE
IF (K. ED.2. OR. K. ED.KCPN)TIEN

DO 210 1=21ICIIN

HXT2(,J)kHXTN! 11,3)

HYTN2 (I, ) =HYTMI (1,J)

22 CO0NTINUE
216 CONTINUE
C ED6ES OF FACES

K ICM2-ICAN-2
DO A19 1=2,ICA4,ICM2
DO 421 J=2,JCAN

IF (I.E0.2) THEN
IB=I

ELSE
IB=-ICAN+1

END IF
HXKMI (IB,J)=IXKNI(1 1J)

428 CONTINUE -

All CONINUAE
JCM2=CAI4-2
DO 430 J=2, 3CS4, JCM
DO A41 1=2,ICA1

IF (J.EO.2) THEN
JBI1

ELSE
JJCA4+l

END IF
HYhMI( I, 3D) IYXMI( 1, )

AAO CONTINUE
A30 CONT IMUE

CALL WRITS(,HZKI(,l),768,KMIZ,I)

ELSE
END IF

C SIDED In I1I ICPI
DO 230 1=2, ICll, ICP2
DO 249 J=IIJCllN

IF (I.EO.2) DOE

ELSE
IB-ICill+1

.111....



END IF

IF MGME.) THEN

HZT2(1J)4IZII(I,J)
ELSE
END IF

246 CONT I IJE
236 CONTINUE

JCM2=JCAIl-2
DO 256 J-21 JCANj JC12
DO 266 IztTC*4

IF MJEG.2) TI-EN
JB04

rw ~ ~~ELSE BJNl

END IF

IF (1.6E.2) TIEN
HZ (I, JB)-CI 1,3) IHZTM2( I, ) 4C2l!, J) H-ZTNI (I, 3) C3( 1,J)1HZ(1, J)
HZT2(,J)-iIZII(I,J)
ELSE
END IF

260 CONTINUE
256 CONTINUE

HZ(111lkHZ12, I)

Hi (27,1 I-HZ (27,2)
Hi (27,27) =Hl 27,26)
CALL WRITMS (I,HXTI2(1,l),768,K8,1)
CALL WRITMS (I,HYTM2(I,DI)768,K9,H1

CALL WRITNS (I,HZTM2(,l),768,K16,I)

CALL WRITI6(,HIvl,1,768,K4,1)
CALL WRITSI,HY(I,l),768,K5,l)
CALL WRITM5(I,HZ(Il1768,K6,I)

C
C SMPLE POINTS OF INTEREST (EWEN K PLANIES)
C

IF (K. EQ. 14) THEN
WRITE (6,111) WV,,TItl,HZft6,4)
WRITE 16,111) MN,TIId,Hl(19,4)
WRITE (6,111) WTIHNIM22,1B)

ELSE
END IF

C

IF (K.E.6) MRITE(6,111) MNlIT1HHX(IB1lU)

99 CONTINUE
RETURN
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END
SMJROUT INE APERT
RETURN
END

SUBROUTINE AIRPt.N
C
C ZEROES TIE ELECTRIC FIELDS WITHIN THE FIf AIRCRPFT AND
C TANGENTIAL ELECTRIC FIELD COMPONENTS AT TIE SURFACE
C 

-

COIIaN /ARRAYS/ FID 27,27)1,91 (39)
C
C EX ZEROED
C

DO 1000 K=3,25
CALL REAM3S (IFLD(tl),768,K)

C WING
IF (K.NE.3) 60 TO 40
FLD(18,9)=@.@
FLDI19,9)=.@ .

4S IF IK.NE.) GO TO 50
DO 41 1=17,19

1241 FLDI,9)=@.@
50 IF (K.LT.5.OR.K.GT.6) 0 TO 70

DO 51 1=16,19
51 FLD(,9)-. 1
70 IF (K.LT.7.0R.K.GT.8) 0 TO 90

DO 71 1=15,19
DO 713-9,10

71 FLD(IJ)=l.l
FLD(23,9)=O..
FLD( 24 9)--s.0

90 IF (K.NE.9) 60 TO 10'
DO 91 1-4,919
DO 91 J--9,11

91 FLD(IJ)=I.0
DO 92 1-22,24

92 FLDII,9)=4.0
1O IF (KNE.0) 60 TO 11I

DO I01 1=11,19
DO101 J-9,10

IS! FLI)(1,J)4.0

DO 192 I=21,24
102 FLD(I,9)=O.l
III IF (K.NE.11) 60 TO 120

DO III 1=11,23
DO III J--9,10

Ill FLD(IJ)--.0
DO 112 II1,22

112 FLD(I,8)=I. -0
C MAIN FUSELAGE
120 IF (K.LT.12.OR.K.GT.15) 60 TO 126

DO 121 1=10,19
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DO0121 3=5, 12
121 FLDIJ)--.I
C
C FORWARD FSEAGE
C

DO 122 1=6,9
00 122 J=S, 10

122 FLDIIIJ)=O.S
DO 123 1=6,9
00 123 Jz=I11s12

123 FLD(1,J)4-.@
FLD (7, 11) 4.1

C REAR FISELAGE
00 124 1=29,22

124 FLD (1,6) 4.1
00 125 1=20,23
00 125 J7;,12

125 FLD(1,J)zf.S
126 IF (K.NE. 12.OR.K.NE. 15) 60 TO 138

DO 127 1=19,20
DO 127 1=3,4

127 RID 11,i)cl.l
FLD12,5)=@.O

138 IF IK.LT. 13.OR.K.GT. 14) 60 TO 135
RI (24,)4$.6
FLD(24, I@)=@.

C NOSE AMD COCKPIT
DO 131 1=4,5
DO 131 J=8,9

131 FLD(I,J)=O.S
FLD15,13)4.8
FLD(6,I)=.fl
FLD(7, 12)4@.6
00 132 1=8,11
DO 132 3=13,14A

132 FLDI,3)--.I
FLD(I2, 13)4.0
FLD(13,13)=@.@
FLD(5, 15)4.0

C
C RIGHT VERTICAL STADMIZER
C
135 IF (K.NE. 13) 60 TO 149

DO 136 1=19,23
DO 136 J=13114

136 RLD11, J) 4..1
FLD(17, 13):I.O
FLD (1B, 13) =@.

143 IF (K.NE. 141 60 TO 160
DO 141 1018,23
DO 141 3=131i4

141 R.DII,3)=OlS
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FLD1I7,23)=. ;
DO 142 1=28,23
DO 142 J-15,19

142 FLD(IJ)=.l

FLD(2 , 161=.-

DO 143 1=22,23
DO 143 J-2,22

143 FLD(IJ)4.l
FLD(24,21)=.
FLD(4,22)=@.-
DO 144 -23,24
DO 144 J=23,24

144 FLD1,J)4. I
160 IF (K.NE. 16) GO TO 176

DO 161 1=11,22
DO 161 J-8,18

161 FLD(IJ)=@.O
FLD(23,9) 4.0
FU (23, 1)16.0

176 IF (K.1E.17) 60 TO IO
C WING

DO I17 1=13,19
DO 171 J=9,I8

171 FLDIIIJ)=@."
C

C RIGHT HORIZONTAL STABALIZER
c

DO 172 1-21,24 ,'
172 FLDI19)-4. 1
180 IF 114NE.IB) 60 TO 190

DO 181 1=14,19
DO 181 J--9,19

181 FLDI)IJ)=0.6
DO 182 1=22,24

182 FLD(1,9)=@.6
190 IF (K.LT.19.0R.K.6T.20) GO TO 211

DO 191 1=15,19
DO 191 J29,0"

191 FLD(1,i)[._
FLD(3 9)4.6

FLD(24,9)4$."
216 IF IK.LT.21.OR.K.GT.22) 60 TO 231

DO 211 1:16,19
211 FLDI19):.I
230 IF IK.NE.23) GO TO 240

DO 231 1=17,19
231 FLDII,9)=6.6
246 IF MKNE.24) 6O TO IMf

FL(1I,91).1
FLD1I9,9)1-@.@

C STORE EX FIELDS BAC IN TO I SOR6E
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IMW CALL IJRITHS(,FLD(1,I3,'68,K,1)
C ZERO EY

DO 28M K=3,24
L=14427
CAL REA)S (t,FU)I1,1),768,L)
IF (K.LT.7.OR.K.GT. 113 60 TO III@
DO 10a1 1=14,19

1081 FLD(IlI13=@.$

IF (K.E.9) 60 TO 11WI FtD(13,113-1.1
11W IF (KNE.10) 60 TO III@

FLD(12, 1034@.6
FLD(13,134.9

111e IF IK.1E.11 60 TO 1120
DO 2111 I=19,22

DO1111 F P(-18

FtD (23, 183=6.@
C MAIN FUJSEL.AGE
1120 IF fK.LT. I2.IJR.K.6T. 153 60 TO 1130

DO 1121 1=9119
DO 1121 3=6,12

1121 FtD(!,J34@.@
C FWD FUSELAGE

DO 1122 1=5,8
DO0 1122 J=9,18

1122 FLD(I,J3=Il
is DO 1123 1=718

DO 1123 J=1112
1123 FLDII,J3=@.@

FLD (6, 11) =I.I
C REAR FUSELAGE

DO 1124 1=20,22
DO 1124 J=7,12

1124 FLDil,J3=I.l
DO 1125 J=8,12

1125 FLD(23,J)=.l O
1136 IF (K.LT.13.OR.K.GT. 143 GO TO 1126

FLD(24, 103=1.0
IL1126 IF lK.NE. 12. DR.K.NE. 15) 601TO31131

DO 1127 1=18,28
1DO 1121 J=4,5

1127 FID (1,33=O.1
FLD (20, 6)-9.0

1131 IF (K.IT. 13.UR.K.6T. 143 60 TO 1135
FLD(3,93=@.O
FLD(4,93=@.$
FLD14, 103=0.6
FL..1(5,11)-g.0
FLD (6, 12) 4. 8
DO 1132 1=7,13

1132 FL.D1,133=I.S
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1133 I'.( ,141-.1y . - F I -( 8 , 1 5 ) 4 . 0.- -
FLD(9,15)=@.3

1135 IF IK.E.13) 60 TO 1143
DO 1136 1-16,23

1131 FLDII,13)=.0
DO 1137 1=18,23

1137 FLDII,14)4.1
1141 IF (K.E.14) 60 TO 1160

DO 1141 122,23
DO 1141 J=13,24

1141 FLDII,J)=.0
DO 1142 J=21,24

1142 FLD(24,J)=0.go
DO 1143 J=29, 22

1143 FLD(21, J)=0.I
DO 1144 3=17,19
DO 1144 !-20,21

1144 FLD(I,J)=O.0
DO 1145 1=19,21
DO 1145 J=15,16

L, 1145 FLO(1,J)=.0 1
DO 1146 1=17,21

1146 FLD(I,14)=9. I
DO 1147 1=16,21

1147 FLD(I,13)=.0-
1160 IF K.N.6) 60 TO P78"

Do 1161 1=1,22
DO !161 J--9,10

1161 FLD(IJI=S.-
FLDI 23,1S)-."

. . W I N G
117 IF K.NE.17) G0 TO 1180

DO 1171 l-12,19
1171 FLDI0):0."
e188 IF (K.IE.18) 60 TO 1196

DO I181 1=13,19
1181 FLI)DII,10)0.'
119 IF (K.LT.19.R.KGT.20) 60 TO 200k- DO 1191 114,19
1191 FLD(I,10 --.0
C STORE EY AC TO MSS STORAGE

k 2M CALL RITNSII,FLDI,11,7689,L1)
C El ZEROED

DO 30M K=3,24
L=K+54

C %L READMS(I,FLD(I,1),768,L)
C WING TIP

IF 1K.N.4) 60 TO 2950
DO 2041 1=17,19

2141 FLD(I,9)=f. I
2050 IF lK.E.S) 60 TO 2868
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DO 2051 1-16,19
2951 FLD(l19)-4.i
C PLAIE
2960 IF (K.LT.6.OR.K.6T.7) 0 TO 2986

DO 2061 1=15,19
2061 FLD(I,9)=.I"
c WING
2980 IF (K.NE.S) 60 TO 2096

DO 2081 J=gl:9
DO 2981 I=14,19

29(1 FLD(IIJ)=I."
C
c RI -T AND STABAtIZER
C

DO 20982 1=22,24
2982 FLD(1,9)--.8
2990 IF (K.NE.9) 60 TO 21 M

DO 2091 1=14,19
DO 2991 3=9,19

2991 FLD(IJ)=O.l
DO 2092 1=22,24

2992 FLD(1,9)4.U ,-.

21"9 IF (KE. 1 O 60 TO 2110
DO 2191 1=13,19

DO 2191 1=9,18
2191 FLDII3J)=.S

DO 2182 1=21,24
b 2192 FLD(i,9)@6.i

2110 IF (K.IE.11) 60 TO 2120
DO 2111 1=12,24

2111 FLD(I,9) =8. I
DO 2112 1=12,19

2112 FLD(i ,16)=0.
2129 IF IKNE. 121 60 TO 2130

DO 2121 1=1,22
DO 2121 J=8,10

2121 FLDIIO ,J)=4. 1
FL) (23,9) --4. i
FLD 23, I)=1. I

2130 IF lK.LT. I3.OR.K.GT. 15) 60 TO 2149
DO 2131 1--9,19
DO 2131 J=5,12

2131 FLD(IJ)=$.@
DO 2132 1--5,8
DO 2132 J=8,11

2132 FLD(IJ)=@.
DO 2133 1=7,8
DO 2133 3=11,12

2133 FLD(i, J) =0. I
FLD(6, )=0.0
DO 2134 1=29,22
DO 2134 J--6, 12

118.-"

.p . -:.ii -" " • " + "" - " - - " _ _ . . ; _._ .' _ . i .



2134 FLD(I,J)=$.O
DO 2135 J=7,12

2135 F123,J)=9.8
2140 IF (K.NE. 14) 6O TO 2161• ~FLD124,9)=@ ,O.. @

.. ~F L D ( 2 4 o 1 0 ) = @ .@0+ ' .

DO 2141 1=3,4"
DO 2141 J--,92141l FLD(I,J)=9.O "9

FLD(5,11)---.9
FLD(6,12) --..
DO 2142 1=7,11
DO 2142 J=13,14

2142 FLO(I, J)=1 I-
FLD (U2, 13)=@. I
FLD(13, 13)=I.9
FLDI,15)=@.9
FLD 9, 15)=@.@
DO 2143 1=16,23

2143 FLDII,13)=@.0
J- DO 2144 1=18,23

2144 FLiD(i,14)=.A
2169 IF IK.NE.W1) 60 TO 2179

DO 2161 1=10922
DO 2161 J=8,18

2161 FLD(1, J)=l. I
FLDI 23,9)=@.-
FLD(23, l9)=..

2179 IF IK., E. 17) 60 TO 218"
DO 2171 1=12,24

2171 FLD(1,9)=$..
DO 2172 1=12,19

2172 FLD(I1l9)=.-
2189 IF (K.IE.18) 60 TO 2190

DO 2181 1=13,19
DO 2181 J=9,18

2181 FLD(I,J)=@.-
DO 2182 1=21,24

2182 FLU(I,9)=l.-
2190 IF (K.LT.19.OR.K.T.21) 60 TO 2210

DO 2191 1=14,19
DO 2191 J=9,16

2191 FLD(1, J)=9.I
DO 2192 1=22,24

2192 FLD(I,9)=@.

2210 IF IK.LT.21.OR.K.T.22) 60 TO 2239
DO 2211 1=15,19

2211 FLD(I,9)=l. I
2238 IF(K.NE.23) 60 TO 2240

DO 2231 1=16,19
2231 FLD(19)=$.-
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~24 IF (K.E.2A) 60 TO 319
DO 2241 I=J7,19

2241 FLD(119)=U.i

C STORE El BACK TOMSS STOME
C
M89 CALL WRITMS IFLD(1,1)9768,Ll1)

RETURN
END

I END OF FILE
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Appendix C

Sensor Plots

This appendix contains graphs of the ten sensors for

both the radiation and absorption boundary conditions. Each

page contains one qraph for the absorption boundary

conditions and one graph for the radiation boundary

condition. Each graph is made up of 1000 data points

calculated from the corresponding programs in Appendix A or

B. The points were connected with a natural cubic spline.

The only differences in the two codes are the boundary

conditions as annotated in the program. Both plots on the

same page are for identical time periods so that side-by-

side comparisons could be made. The programs were run for

results out to 2.5 microseconds. The graphs in this

appendix only reflect the first 1.0 microseconds. The

graphs beyond 1.0 microseconds were only continuations of

the same trends as previous graphs, so they were deleted for

brevity. Also, Absorption and Radiation Boundary

Conditions are abbreviated ABC and RBC respectively on the

plots.
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